PREFACE

In the curricular structure introduced by this University for students of Post
Graduate degree programme, the opportunity to pursue Post-Graduate course in a
subject is introduced by this University is equally available to all learners. Instead of
being guided by any presumption about ability level, it would perhaps stand to reason
It receptivity of a learner is judged in the course of the learning process. That would
be entirely in keeping with, the objectives of open, education which does not believe
in artificial differentiation. I am happy to note that the university has'been recently
accredited by National Assessment and Accreditation Council of India (NAAC) with
Ififf grade 'A’".

Keeping this in view, the study materials of the Post-Graduate level in different
subjects are being prepared on the basis of a well laid-out syllabus. The course
structure combines the best elements in the approved syllabi of Central and State
Universities in respective subjects. It has been so designed as to be upgradable with
the addition of new information as well as results of fresh thinking and analysis.

The accepted methodology of distance education has been followed in the
preparation of these study materials. Co-operation in every form of experienced
scholars. 1 is indispensable for a work of this kind. We, therefore, owe an enormous
debt of gratitude to everyone whose tireless efforts went into the writing, editing, and
devising of a proper layout of the materials. Practically speaking, their role amounts
to an involvement in invisible teaching'. For, whoever makes use of these study
materials would virtually derive the benefit of learning under their collective care
without each being seen by Kythe other.

The more a learner would seriously pursue these study materials, the easier it will
be for him or her to reach out to larger horizons of a subject. Care has also been taken
to make the language lucid and presentation attractive so that they may be rated as
quality self-learning materials. If anything remains still obscure or difficult to follow,
arrangements are there to come to terms with them through the counselling sessions
regularly available at the network of study centres set up by the University.

Needless to add, a great deal of these efforts is still experimental-to fact, pioneering
in certain areas. Naturally, there is eveiy possibility of some lapse or deficiency here
and there. However, these do admit of rectification and further improvement in due
course. On the whole, therefore, these study materials are expected to evoke wider
appreciation the more they receive serious attention of all concerned.

Professor (Dr.) Subha Sankar Sarkar
Vice-Chancellor
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Unit 1 Q Probability Theory

Structur e
1.0 Objectives
1.1 Intr oduction
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1.8 Summary

1.9 Self-Assessment Questions

1.0 Objectives

After studying the present unit, you will be able to (i) understand the basic
concept of probability (i) discuss the fdifent terms associated with the probability
theory and (iii) explain the various theorems of probability

1.1 Introduction

The understanding of probability becomes essential for decision makers because
the occurrence and non-occurrence of certain events are vital for decision making in
business and other spheres of [ffee term ‘probabilityimplies chanceThe genesis
of probability lies in the concept of gamblinthe development of probability theory
can be attributed to a gambkedispute in France in 1658he problem was reported
to two famous mathematicians in France, Blaise Pascal and Pierre de Farsiaas
resulted in an exchange of letters between these two mathematicians in which the
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basic principles of probability were designed for the first time. In the subsequent years
famous mathematicians like Laplace, Bernoulli, Markov etc. have made notable
contribution towards developing the theory of probability

1.2 Basic Concept of Rsbability

The literal meaning of the term 'Probability’ is ‘chance’. Its theory deals with these
experiments (Random experiments) whose results depend on chance and cannot be
predicted with full certainty in advance.

There are two diérent contents in which the word probability may be ug&)
in regard to some proposition. (b) regarding the outcomes of an experiment that can,
at least conceivahlybe repeated infinite number of times under essentially similar
conditions. In statistics, the theory mainly deals with the second context.

1.3 Some Impotant Terms and Definitions

Random experiment: Random experiment is an experiment or an act which can
be repeated under indentical conditions, such that its results (outcomes) depend on
chance and nobody can assert with certainty which result will occur (materialise) in
any particular trial. Howeveall the possible outcomes are known in advance. Some
examples are (a) Drawing cards from a pack,Ttimowing a die, (c) Counting a
number of cars on a gives road crossing during a specific time period of @)ay
Counting the number of male students (or female students) present in a class on a
specific day etc.

Event: The outcomes of a random experiment are called events. It is any phenomenon
that can occur in a random experiment. Events (Generally denoted by capital letters like
A, B, C,A, A, B, etc.) can be 'elementary’ events or ‘composite’ events.

Elementary events :Elementary events of a random experiment are those events
which can not be further decomposed into simpler events. e.g. In the throwing of a
sixed-faced die the occurence of any of the face number points 1, 2, 3, 4, 5, 6 are
elementary events.

Composite events A composite event is an aggregate of several elementary
events e.g. In the throwing of a die, if the event 'Face number points which are even
numbers’ (i.e. the event which is an aggregate of three elementary events, face number
points 2, 4, 6) is considered, then it is a composite event.
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Sample Space The whole set of elementary events of a random experiment is
called the sample space of that experiment. It is also called the sure event.

Mutually Exclusive Events: Events are said to be mutually exculsive if two or
more of them can not occur simultaneously. The occurence of any one of those
events in a particular tiral, ifself confirms the non-occurence of the remaining events.
e.g. if 'A’ denotes the event that even number appears on the upper most face of the
die, and event 'B' denotes that odd number appears on the upper most face of the die,
then the events 'A" and 'B' are mutually exclusive.

Exhaustive Events: Several set of events are said to form on exhaustive set of
events, if at least one of them must necessarily occur in any trial of the random
experiment. e.g. in the throwing of a die, the elementary events with face number
points 1, 2, 3, 4, 4 and 6 together form an exhaustive set.

Trial : Any particular performance of the random experiment is called a trial.

Cases Favourable to an Event Out of all the possible events of a random
experiment, those cases which entail the occurence of an A\aet called 'cases
favourable toA'.

Equally Likely Events : The outcomes of a random experiment are said to be
‘equally likely', if after taking into consideration all relevant evidences, none of them
can be expected in preference to anotegy. If a card is drawn from a full pack of
52 cards, the outcomes are equally likely

Union of events: If there are two events 'A' and 'B’', then by their union, i.e.
AUB, we mean the occurence of eitheor B or bothA and B. similarly for multiple
n

eventsA , A,, A,....A, their union is given by_UlAizAlU AUAULUA,
1=

denotes the occurence of at least one of the e¥gnis,,...A .

|

Fig 1: AUB is represented by the shaded area.

Intersection of events By the intersection of two events,and B, i.eA ) B,
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we mean the occurence of bétland B. Similarlyfor multiple event& , A, A_...A,
n

their intersection is given byﬂ A=A A NASNNAL 1t denotes the

simultaneous occurence Af, A,, A,,...A.

Fig 2 : A(B is the shaded area.

Difference of Events A-B will denote the occurence éftogether with the non-
occurence of B.

A-B=A-ANB

Fig 3: A—B is the shaded area.

Complement: By the complement of an evefiti.e. A or A or A’ we mean
the non occurrence of eveft

N
>
No—1

Fig 4: The shaded area &°

In all the abové&/enn diagrams, the collection of geometric points within a given
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region is taken to represent the sample space and the collection of points within an
oval/circle is taken to represent an event.

Some properties of the operations of forming union and intersection of the events
Commutativity: AUB=BUA, AN B=BNA.
Associativity: AUBUC)=(AUB)UC,
ANBNC)=((ANBNC
Idempotency AUA =A,ANA=A

De Momgan's rules (A°) =A, (A U B)® = A°NB°

(AN B) =A°UB®
Classicial Definition of Probability :

In classical approach, for the sake of simplicitee shall assume that the total
number of elementary events in the sample space is Iivétahall further assume that

the elementary events are equally likely

Thus if the total number of elementary events in the sample space is M and out
of those events, M(A) number of elementary events are favourable to theAevent

(such tha®A happens if and only if one of these elementary events happens), then the
M(A
probability of the everd is given byP(A) = %
(Number of elementary events favourable
to the event A)
(Total number of mutually exclusive, exhaustiv &
equally likely elementary events in the sample ep

i.e P(A) =

The above equation gives the classical definition of probalaihy it is applicable
when the sample space is finite and the elementary events are equally likely

From the classical definition it follows that
(a) If A is an impossible event, then M (A) = 0. Hence P(A) =0
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(b) If A is a sure event, then M(A) = M. Hence P(A) = 1.
(c) For any evenf, we have < M(A) < M

oMAM 0< P (A < 1
or, YR _M,l.e. <P(A) <

(d) If the occurence of evert implies the occurence of event B, then every

elementary event that is favourableAtds also favourable to B. So M (A M (B);
M (A) _M(B
or MA) M®)
M M

or, P(A) < P(B)

lllustration 1.1 : If a sixed faced die is thrown, what is the probability that the
number appearing uppermost is at least equal to 5?

Solution : Regarding the number appearing on the uppermost face of a die, there
are six possible cases, viz. 1, 2, 3, 4, 5 and 6. So the sample space is defined by these
six elementary events. Novf the die is regular in shape and is made of homogenous
material and if during the throw no preference is given to any specific side, then the
elementary events may be considered equally likaly of the six cases, there are two
cases which are favourable to the event ‘at least equal to 5. viz. 5 and 6.

2 1
So the required probability ig=§
lllustration 1.2 : If three coins are tossed simultaneouslijat is the probability
of getting three heads?

Solution: The tossing of each coin may result in a head {H} or a tail {T}. So,
when three coins are tossed simultanequkly sample space can be written as—

E={HHH, HHT, HTH, THH, HTT, TTH, THT, TTT}
i.e. There are totally 8 elementary events in the sample space.

Now, if the event of getting 3 heads is denotedAbyhereA = {HHH}. i.e. the
number of elementary events favourable to exeist 1. So the required probability

is P(A)==.
8

lllustration 1.3 : The digits 1, 2, 3, 4 and 5 are written down in random order
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to give a 5-digit numbervhat is the probability that the number is divisible by either
2 or 57?

Solution: Totally, the digits can be arranged | ways. i.e. the sample space is
made of|5 number of elementary evenfBhe fact that the digits are placed in

random order implies that the ways (i.e. the elementary events) are to be considered

equally likely Now;, if the number is divisible by either 2 or 5, then the last (i.e. the
5th) digit of the number should be any of the following 3 digs4, 5. In each of

those three cases, the first 4 places of the number can be filgdvays. So, if ‘A’
denotes the event that 'the number is divisible by either 2 or 5', then the total number

of cases favourable to probability is given pyA)z?’TXLA':_?’.
5 5

lllustration 1.4 : A box contians 5 white and 7 black balls. One ball is drawn at
random from the boXWhat is the probability that it is black?

Solution : Totally, the box contains 12 balls. So, if a ball is drawn at random from
the box, then there alC, = 12 possible outcomes (which are equally liketytually
exclusive and exhaustive). Out of the 7 black balls contained in the box, one black
ball can be drawn at random i@ = 7 ways. So, ifA denotes the event that the
‘drawn ball is black’, then the number of cases favourable to the &vent.

So, the required probability as given WA):1_72

lllustration 1.5 : There are 7 distinguishable balls which are to be distributed at
random into 3 boxedVhat is the probability that a specified box contains exactly 3
balls?

Solution : The first ball may be placed in any of the three boxes and hence it may
be distributed in 3 way3.he second ball may also be distributed in 3 ways, the third
ball may also be distributed in 3 ways and so on and finally the 7th ball may also be
distributed in 3 ways. So, the total number of ways in whichs the 7 balls may be
distributed in the 3 boxes is 3 x 3 x 3 x...(Items)’= 3

Now, there aréC, number of possible combinations of 3 balls that can be made
of the available 7 ballsAny one of theséC, possible combination (of 3 balls) may
be placed in the specified box which will contain exactly 3 balls. Once, the three balls
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have been placed in the specified box, the remaining 4 balls may be placed in the
remaining two boxes in*2vays. So, the total number of favourable caség.ix 2*
=35 x 2.

35x2
So the required probability is%

1.4 Theorems on Pobability

1.4.1 Theorem of Total Probability : (Addition Theorem)

If two eventsA, andA, are mutually exclusive, then the probability of occurrence
of eitherA or A, is given by A, UA) =P(A) + P(A)

Proof: Let 'M' be the total number of elementary event in the sample space. Out
of these M events, M(A number of elementary events are favourable to the event
A, and M(A) number of elementary events are favourable to the éuent

Due to the fact thaA, andA, are mutually exclusive events, the number of
elementary events favourable to eitgror A, is M(A;U A ) =M(A ) +M(A )

So, P(AU A,)= M(AJ)IJ\“AM(AZ)

_M@A) MA)
MM
= P(A) + P (A)

This rule can be extended for n (>2) mutually exclusive evenss,, A....A and
one can write

P(A UAU..UA) =PA) + P(A) +..+P(A)

n n
or, PlUA |= 2 P(A)

i=1 =1
Some Deductions fom the Theorem of Total Probability :
(a) If A© denotes the event complementary to the ederthen

P(A) + P(A) = 1{SinceA andA¢ are mutually exclusive and exhaustive events}
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or, P(A°) = 1 — P(A).
(b) For any two eventd, andA,
PA,-A)=PA)-PA nA)

If A, andA, are mutually exclusive events, theorenf®? N A,) = 0 and then,
P(A, —A)=P(A).

(c) When event®\| andA, are not necessarily mutually exclusive, then
P(A UA)=PA) +PA)-PA NnA)

Proof: the occurence of the event (& A)) implies the occurrence of any one
of the mutually exclusive events.

(A,NA L), (A,NA and (A; NA,) @%

So, P(A,UA,)=P[(A,N AS)U(A,NA JURSNA )]

=P(A,NAS)+P(A, N A)+P(AS N A)) (ACA)—(a v ) AeoA )
=[P(A))-P(AN A)P(AN AN P(A) —P(AN A,)]
=P(A+P(A,)-P(AN A,) P (A)=PANA) +PAN A,).

Similarly, if there are three evenis,, A, P(ANAZ)=P(A)-PAN A,)
andA, which are not necessarily mutuajly P(A) = F(ATNA)+PAN A,),
exclusive, then P(ATNA)=P(A)-P(A,NA)
PA,UA,UA) =PA) + PA) + P(A) -P(A,nA) -
PANA)-PA,NnA)+PA NA,NA)

Proof: For any two events, B and C, it has been proved tliBgtf? C) = P(B)
+ P(C) - P(Bn C)

So, by induction,

P[AUA,UA,J=P[(A,UA,)UA ]

=P(ALUA) +P(A)-P[AUA)NA]

=P(A) + P(A) —P(ANA) +PA) -P[A,NA)N(A,NA)I
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P(A) + P(A) + P(A) — P(A N A) — [P(A NA) + PANA) -
P(A, N A, NA)]
P(Al) + P(AZ) + P(A3) — P(Al N A2) — P(Al N A3) — P(Aﬁ N A3) +
P(ANANA)

[Note: This rule can be extended for 'n' (>3) number of events in the following
manner.

Theorem: Whatever be the evends, A,,...A,
PA UA,LU..UA) =S - § + S..+(-1)'S,

Where S=)' P(A), S=3. P(AN A ), $>. P(AN AN A and so on]

(d) For any two eventa, andA,,

P(A,UA)<P@A)+ PA) [Boole's inequality]

Proof: For any two event&, andA , which are not necessarily mutually exclusive,

P (AlU A)=P(A) +PA) - P(Alﬂ A)

Now P(A A,) = 0. Being a probabilityP(A (1A,) can never be negative, and its
minimum value is 0. (which occurs when evehisandA, are mutually excclusive).

So, PALUA)<P(A) +P(A)

lllustration 1.6 : Three lots contain respectively 15%, 10% and 20% defective

items. If one items is drawn at random from each lot, then what is the probability
that among the three items drawn, at least one item is defective?

Solution: LetA, be the event of drawing a defective item from the lot having
15% defective itemg), be the event of drawing a defective item from the lot having
10% defective items andl, be the event of drawing a defective item from the lot
having 20% defective items.

Then P(A) = 0.15; and P(&) = 1 — P(A) = 085
P(A) = 0.10; and P(&) = 1 — P(A) = 09
P(A) = 0.20; and P(&) = 1 — P(A) = 080.
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So the probability of drawing at least one defective item@ARJ A, U A)

= P(A) + P(A) + P(A) —P(ANA) -PANA)-PANA)+
P(ANANA)

= 015 + 010 + 020 — (015) x (010) — (015) x (020) — (010) x (020) +
(0-15) x (010) x (020)

= 045 + [0015 + 003 + 002] + 0003
= 0.453 0.065 = 0.388
The same result may also be obtained in the following:way

The probability of drawing at least one defective item =The probability of
drawing all three non-defective items.

1-PASNASNAY
1-PAY . PAY) . P(A9)
1 — (0.85) x (0.9) x (0.80) = 1 — 0.612 = 0.388.

[llustration 1.7 : The probability that a student will pass an accountancy
examination is§, and the probability that he will pass a statistic examinatio& is
If the probabiliétly of the student passing at least one of the two subjegtstif?an
what is the probability that he will pass both the subjects examinations?

Solution: Let

A, denotes that the student will pass the accountancy examination

A, A, . . ., Statistics examination

Then, P(Al)%; P(Az)g
Also, P(A U A,) =The probability of the student passing at least one of the two
subjects= S
6

We know that RA, U A) = P(A) + P(A) — (AU A)



18

NSOUa PGCO-VII

So, the probability that the student will pass the examinations of both the subjects
o7
Is =35

One may also calculate the probabilifyttee student failing is bot
the subjects by

c c\ _ 5_1
_P(A1 NAS)=1-P(AUA,) =75

Ty

lllustration 1.8 : A publisher has 3 manuscripts in 9 files (with three files for each
manuscript) in a closet. If 6 files are chosen at random from the closet, what is the
probability that they do not give a whole manuscript?

Solution::
Manuscript Manuscript Manuscript
Ml M2 M3
File, (M), File, (M,) File, (M,)
File, (M,) File, (M,) File, (M,)
File, (M) File, (M,) File, (M,)

The total number of ways in which 6 files can be drawn at random from the 9
files = °C,

So the sample space is made®@f elementary events.

LetA (fori =1, 2, 3) be the event that our of the 6 files selected, 3 files belong
to the ith manuscripi.e. M)

Thus, the number of ways in whié is satisfied

= the number of ways in which 3 files of manuscript

M, can be picked from the 3 files belonging to

M, and remaining 3 files can be picked from the remaining 6 files.

:3C X 6C :1x£ :4X5><6:
3 3 I§I§ 2% 3

2C
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19
_ 20 20 26 R:
S0P = 2 [9 7x89
ol
15
21
5

Similarly, P(A,) = P(A,) = o1

QCG
1 2x 3
19 7x8x9
613
-1
84

Also, since only 6 files are to be picked, the joint occurence of all the three events
A, A, andA, (i.e. 3 files selected from manuscript,\8 files from M, and 3 files
from M,) is impossible. So, PA1A,N A) =0

So, the probability that the 6 files chosen at random, gives at least one whole
manuscript is given by

P(ALUA,UA,)=P(A) + P(A,) + P(A,) -[ B AN A}+ P(AN A}

P(AzﬂA3)]+P(A1ﬂA2ﬂA3)



20 NSOUa PGCO-VII

So, the required probability that the 6 files selected do not give a whole manuscript
iS

=1 202
1-P(AUAUA) =12 =2
9

" 28
1.4.2Theorem of Conditional Probability

Let there be two events, andA.. A, event has non-zero probabiliiye. P(A)
> 0. Let M(A) > 0. Let M(A) be the number of elementary events which are
favourable to the evert, and M(A (1 A)) be the number of elementary events that
are favourable to botA, andA,. Then, out of the elementary events favourable to
A, the proportion of the elementary events which are also favourahleisagiven

M(A,NA))

by the ratio M(A)

This ratio is known as conditional probabilityAf, givenA_ (i.e. under the given
condition thatA, has already occurred) and is denotedRfyA,|A,) or P, (A,)

M(A.NA)

Thus P(AA,) = M (A)

M (A NA)

Similarly, P(A]A,) = M(A)

1.4.3Theorem of Compound Pobability
If A, is an event such that P§A> O, (i.e.A, has non zero probability) then for
any other evend,, We haveP(A NA,)=P(A|A,)-P(A,)

or, P(AJA,)= P(ANA,)

P(A,)
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Proof : If the total number of equally likely elementary events in the sample space
is M, and M(A) and M(A N A,) are the number of elementary events favourable to
A, and (AN A, respectivelythen using the classical definition of probability we get

“M(A,) >0
M(AlﬂAz) 2
P A)="21+ "2
(ANA;)==—1 P(A1|A2)=M(Q(1£’;2)
_M(A.NA) MA ) and
M(A)) M PA )_M(Az)
Y
=P(A/A,)P(A,)

[ This can be extended for 'n' number of events.
i.e. if there are different events A ,A ...,A
such that P(AN AN .1 A,> O, then
PAANA,N...NA)=PA)PA,IA)XP(AJAN A))
PALANA,NAY)PAIJANAN.NA L

1.5 Independent Events

Different events are said to be statistically independent, if the probability of
occurrence of any of them remains deefed by the supplementary knowledge
regarding the occurrence or non occurrence of any number of the remaining events.

i.e. if there are two evengsand B, such that P(A|B) is defined and P(A|B)=P(A),
(i.e. the conditional probability oA, given B has already occured is equal to the
unconditional probability of) then it is said that eveht is statistically independent
of event B.

From the theorem of compound probabjliye getP(ANB) = P(A|B).P(B)
Now if A and B are statistically independent events, tRéXB) = P(A)
So, P(AN B) = P(A) . P(B)

Further if eventA is independent of event B, then event B is also independent
of eventA.

i.e. P(BJA)= P(B)
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1.6 Theorem

If there aren mutually exclusive and exhaustive events, nameh\BB..B,, such

that P(B) > 0 for eachi, then P(A) =2 P(B ) P(AIB | where even is an event
i=1

which can occur only if the set of eventg B,,...B. occurs.

The inner circle represents the evant

Due to the fact that the eventg B,,...B, are mutually exclusive and exhaustive,
the events (A1 B), (AN B,), (AU B),...,(AU B,) are also mutually exclusive
events. Further

A=(ANB)UMKNB,)U.U(MAB)
So, P(A) = P(AN B) + P(AN B) + P(AN B) +..+P(AN B)

=Y P(ANB)
" P(AB)=P(AIB)P(B

or, P(A) :zn: P(B)P(AB iforeachi =1, 2.n.
= and P(B )> 0

1.7 Bayes'Theorem

Let there ber number of mutually exclusive and exhaustive eventsBB.., B,
such that none of them has zero probabilist A be another event which also has
non-zero probabilityThen for each,

P(B)P(AIB)

n

Y P(8)P(AIB)

P(B1A)=




PGCO-VII dNSOU 23

Proof: Using the theorem of compound, we can write that

P(B |A):P(§(—Q;Bi) [where P(A) > 0]
2%&6"3) since, it has been
shown that
_ PBIPMAIE) P(R)=Y, P(B )P(AIB)
3. P(B)P(AIR)

lllustration 1.9 : Steel pipes are manufactured by three pléntB, and C with
a daily production of 1000, 2000 and 2500 units respectiltely known from the
past experience, that the fractions of the defective pipes produced by the three plants
are 0.05, 0.08 and 0.06 respectivéfya pipe, randomly selected from a day's total
production is found to be defective, then found out (i) the probability that the defective
pipe has been manufactured by plan(ii) It has been manufactured by plant B, (iii)
It has been manufactured by plant C.

Solution : Let, the event that a pipe is manufactured in pAaoé denoted by I
the event that a pipe is manufactured in plant Be denoted,thé/levent that a pipe
is manufactured in plant C is denoted by. M

The event that a defective pipe is drawn is denoted by D.
Then,

P(M,)= 1000 = 0181¢
1000+2000+2500

P(M,)= 2000 = 0[B63¢
1000+2000+2500

P(M,)= 2500 = Q[A54E
1000+2000+2500

Also, from the given conditions,
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P(D|M,)=00%, P(D|M,)=008; P(D|M,)=00¢
Now, the joint probabilities are given by

P(DNM,) = P(M,) R D|M,)= (01818)(0 05) -0 009
P(DNM,) = P(M,) A D|M,)= (0 3636)(0 08) -0 0290

P(DN M) = P(M,) F DM)= (0 4545)(0 06) -0 027:

3
OP(D)=Y P(M) P¢,S (D 00989 (0 02988800 027.=0[D6544¢
i=1

So, the required posterior probabilities are given by

P(M,)P(D|M) _ 0 00909

P D)= = (- 13888! using Baye3heorem
(M|D)=— YT (using Bay )
Y P(M,)P(DIV)
i=1
P(M,)P(D|M 0029088
Y P(M)P(DIM) ™
i=1
P(M,)P(D|M 0-02727 .
P(M,|D)= 3( 3)P(D] 3):0065445041666‘
Y P(M)P(DIM) ™
i=1

Thus, the probability that the defective item has been
(i) manufactured by plam is 0.138889.

(i) manufactured by plant B is 0.44444

(iif) manufactured by plant C is 0.416667

The calculations of the posterior probabilities can be shown with the help of the
following table:
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Table:
Event Prior Conditional Joint Posterior Probability
P(M) P(DIM )
Probability ~ Probability Probability P(M|D}= PD) '
P(M) P(DIM) P(DNM) = P(M) P(D|M)
M 0-1818 0-05 (0.1818) (0.05)=P(\) P(D i 0[13888¢
) (0.1818) (0.05)=P(y) POOIM) s 148 )
00029088
M, 0-3636 008  (0-3636) (008)=0029088 = 0044444
0[D65448
0002727 _
M, 04545 006 (0-4545) (006)=002727 =0[#16667
0[D65448
Total 09999 (=1) P(D) = 0065448 09999 (=1)

Illustration 1.10 : four boxes B B,, B, and B contain some black balls and
some white ballsThe percentage of the total number of balls in these boxes are
respectively 30, 15. 45 and Tlhe fractions of white balls in the boxes are respectively
0-3, 05, 01 and @2. If a ball is taken out at random and it is found to be white, then
what is the probability that it is taken from the box B

Solution : Let B denote the event that a ball is taken from the bok 8 1, 2,
3, 4) and leW denote the event that a ball taken out at random is white in colour

Then from the informations given, we get

P(B) = 03; P(B) = 015; P(B) = 045, P(B) = 010.
Further

P(W|B)=03; R W|B)= 0.5, P W|B= -01 B= WJB - (

Then, using the Bayes' theorem, the required probability is

(B, W) BIP WIB)
gp(m P(W[B)
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_ (orz5)( o0
(orB)(om) +( omy( wh+( w4 o)x( O0I¢ D)
=045 _ 5 1956¢
0r23

lllustration 1.11 : Given thatP(A):%, P(B):% and P(AN B):%

(a) Find the values of PE3 P(AUB), P(AUB), P(AU B°) and P(A( B°)

(b) Sate whether the evendsand B are (i) Equally likely(ii) independent (iii)
mutually exclusive (iv) exhaustive.

1
_P(ANB) 5 4
P(A|B)= PB) 1 5
4
11 1 23
P(AUB) = P(A) + P(B) — P(RIB) = 3+~ =4
. 112
P(ANB~)=P(A)-P(AN B) 35 15
So, P(AUB®)=P(A) + P(B° )-P(A\ B )c%+%—1—25=%7)
C = —_ = _2_3:3_7
and P(AN B =1-PAB) =1 50" 60

(b) (i) As P(A)# P(B), the eventé& and B are NOTequally likely
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(i) P(AN B):%; But P(A)EP(B):(%)(%):TZ' Thus P(AB) # P(A) . P(B)

and hence the evemdsand B arenot intdependent.
(ii) P(A B) # 0, So, the eventd and B areNOT mutually exclusive.
(iv) P(AB) # 1. So the eventA and B are Not exhaustive.
1.8 Summary

The term ‘Probability'implies chanceThe theory of probability deals with the
experiments whose outcomes depend on chance and cannot be predicted with full
certainty in advancd.he fundamental concepts associated with the probability theory
are random experiment, event, sample space, mutually exclusive events, exhaustive
ecvents, trial, equally likely events, union of events, intersection of evemsedde
of events etcAs per the classical definition, probability is defined as P(A) =

Favourable cases to
Exhaustive cases

Theorem of total probabilitytheorem of conditional probability and theorem of
compound probabilityDifferent events are said to be statistically independent if the
probability of occurrence of any of them remains tewéd by the supplementary
knowledge regarding the occurrence or non-occurrence of any number of the remaining
events. Bayegheorem deals with how the probability of an eventfiscaéd by new
information. It is based on conditional probabilities.

. There are three important theorems of probabilitey are—

1.9 Self-Assessment Questions

Long Answer Type Question
1. Discuss the theorem of total probability
2. Explain the theorem of conditional probability
3. Discuss the theorem of compound probability
Short Answer Type Questions
1. Explain the classical definition of probability

2. Write a brief note on BayeJheorem.
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3. A bag contain 5 white, 6 red and 7 green bdllwee balls are drawn at
random.What is te probability that a white, a red and a green ball are drawn.

Objective Type Questions
1. What is a random experiment?
What is an event?
What do mean by the term ‘sample space’?
Define mutually exclusive events.
Define exhaustive events.
Define equally likely events.
What do you understand by ‘Union of events’?

What is intersection of events?

© ©® N o Ok~ D

What is meant by the dérence of events?

10. Define independent events.
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2.6.1 Mean of Exponential distribution

2.6.2 Variance of exponential Distribution
2.7 Joint Distribution of Two random Variables (Discrete)
2.8 Summary

2.9 Self-Assessment Questions

2.0 Objectives

After studying the present unit, you will be able to— (i) understand the concept
of random variable and (ii) explain the concepts of Binomial distribution, Poisson
distribution, Normal distribution, Exponential distribution and their applications.

2.1 Introduction

A finite real valued measurable function defined, on a sample space can be regarded
as a random variable and its value is ascertained by the outcome of its experiment.
The probability distribution of a random variable along with its corresponding
probabilities.The distribution of a discrete random variable and that of a continuous
random variable are known as discrete probability distribution and continuous probability
distribution respectivelyBinomial and Poisson distributions are in the former category
while Normal and Exponential distributions are in the latter group. It is expected that
in each of these four distributions various values of a random variable are distributed
in the population according to some definite probability. law

2.2 Random Variable

In majority of the real life situations, a real number is associated with each elementary
event in a sample space. For example, in the throwing of a die, the numbers 1,2,3,...6
are associated with the six possibilities regarding the face that appears on the top.
Hence, it may be stated that a function can be defined on the sample space.

Thus a random variable (or a stochastic variable) may be defined as a real valued
function defined on the sample space. Corresponding to each value of a random
variable (sayX) there is a definite probabilitA random variable can be either a
discrete random variable or a continuous random variable.

(a) Discrete random variable: A random variable which can take a finite number



PGCO-VII dNSOU 31

or a countably infinite number of valuesny finite interval of a discrete random
variable contains alsmost a finite number of discrete values.

(b) Continuous random variable: A random variable which can take an
uncountably infinite number of values. X is a random variable and, (1) is an
interval, such thaiX can take any real value in the intervgl (), thenX is a
continuous random variable.

2.2.1 Pobability Distribution

The probability distribution of a random variab¥e is defined as a statement of
the possible values of ‘along with their corresponding probabilities.

Thus, if there is a statement showing the possible values of a discrete random
variableX asx, x,..x , along side their corresponding probability ®,...P, then the
statement gives the probability distribution>af

2.2.2 Pobability Mass Function and Discete Distribution

Let X be a discrete random variable which assume the values.x , with
probabilities B, P,,...P respectively such that P(X %) = P, (i = 1, 2, ...n) and

>R=1
i

Values ofVariable X— X, Xyerr X Total
Probabilities— P, P,....P 1[: Z R]
i=1

Now let there be a real values functiffr), such that
f(xX) = Probability that X assumes the vakie
=P (X =X
P, whenx=Xx

.e. f(x)= Oi=1, 2,...n
(9 {O, Otherwist

Heref(x) is called the probability mass function (p.m.f.) of the discrete random
variable X. Sometimes it is simply called 'probability functidimis function should
satisfy the following conditions :
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(@ f(x)=0 Vi=123,..

(b) if(x)ﬂ

2.2.3 Pobability Density Function and Continuous Distribution

Let X be a continuous variable which can take infinite number real values in the
interval (, u). Then its distribution in the infinite population can be represented by
dividing its whole range into suitable class intervals and specifying the probability for
each interval. For complete representation, a funéfigns considered, such that for
any interval, the probability of X taking values within that interval is given by the
integral off(x) over that intervalThus the probability of X assuming any value in the
infinitely small interval §, X + dx) [heredx = 0] is given by

P(x< X £ x +dx =f(x) dx
Also, P[l< X< u]=_rf (x )dx

This functionf(x) is known as the probability density function (p.d.f) of the
continuous random variable Xhe functionf(x), i.e., p.d.f should satisfy the following
conditions:

(a) f(x) = 0 for anyx whatsoever

(b) f f(x)dx=1

2.2.4 Cumulative Distribution Function

The probability that a random variable X assumes a value less or equal to a
specified value is a function ok. This function is called the cumulative distribution
function (c.d.f) of the random variable and is generally denoted Xy F(

l.e. Fk) = P (X< x); and 0< F(x) < 1.

For the continuous probability distribution of X, with p.d(k) in the interval i

< x < u) the c.d.f is given byF(x)zji f(@)do
|
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This F (K) = Pk< K)

Y F(x), when x is continuou
k

[ 169

—oco

One can get the p.df¢x) from the c.d.f. F) by the operation.

f(x) = dix F(x)

2.2.5 Mathematical Expectation of a RandonVariable

(a) Considering discete random variable: If X is a discrete random variable
which can taken' valuesx,, x,, X,... X with probabilities B, P,,...,P, respectivelythen
the mathematical expectation (or mean) of X is defined as

E(X)=p, =D %P = X P[X=Xx]
i=1 i=1
If the p.m.f of the theoretical distribution of a discrete random varibf(x),
then the expectation of is

EQ)=, =X x f (%)

(b) Considering a continuous random variable Let X be a continuous random
variable, and(x) be its p.d.f. If the interval within which X can assume valued, is (
u),then the expectation of is given by

M:E(X):ji xf (X) dx

Now if | — e« andu — o, then the expectation of X iﬁ:E(X):j x f(x)dx

—Q

[Note: The expectation ok exists if and only if the integraﬂ x f(x)dx is

absolutely conveyent]
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Variance of a random variable: Let X be a random variabl&@hen the variance
of X is defined as

Var X) = E X — EX)]*

Some important truths:

() If X =a, (a constant) then K} = a and var X) = 0.

(i) If Y =DbX, then E¥Y) = bE(X) and var Y) = b? var (X)

(i) If there are three random variables,Y andZ. Such that Z =X +Y, then
E(Z) = EKQ) + EQ).

(iv) If Y =a + bX, then E ¥) =a + bE (X)

(v) If X andY are independent random variables, theKY5(= E(X) E(Y).

lllustration 2.1 : A box contains 2 black and 3 white balls. If two balls are drawn
at random, find the mathematical expectation of the number of block balls.

Solution: Let X be the number of black balls obtained among the 2 balls drawn.
The possible number of black balls are 0, 1 and 2.

1x 13
’c,.’C 2|11 3
Now P(X=0)= 0 2 =
°C, 15 10

123

2C,%C, 2x3_ 6 3

P(X=1)= S
(X=1) *c, |5 10 5
[2[3
’c,®Cc, 1x1 1
P X:2 = 2 0: = —
K==, "B 10
[2[3

Thus, we get the following table
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X P(x) X P(X)

0 i 0
10

. 3 3
10 10

, 1 2
10 10

Total 1 8.4
ota 10

So the mathematical expectation of the number of black balls

2
4

=E(X)=) xP(X)=—=.

(X) 2’6 (X) 5

lllustration 2.2 : A die is thrown and the number appearing on the uppermost
face is observed. If the number appearing on the uppermost face in a throw is X', then
a man gains Rg'"if x is even, and he loses Rdf x is odd. Find the expected money
earned by the man.

Solution: If X be the gain of the man, then,

X, when X is even

X =R
—x, If x is odd.
Upper most | Gains (or losses X P(X)
face number X (in Rs.) PX)
1 1 2 -1
- 6 6
6 6
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3 3 1 3
B 6 6
4 4 1 4
6 6
5 5 1 -
B 6 6
6 6
Total 1 | 31
ola 6 2

1
Thus, the expected money earned by the maEiXP(X)= RSE

2.2.6 Moments of a Disagte Distribution

If the p.m.f of the theoretical distribution of a discrete random vardabsf(x),
then for that distribution.

r-th moment abou® =Hr, =E(X —9)r=§ (x=0) f(x)

r-th raw moment=/=E(X*)'=) x".f(x)
r-th central momentp, =E[X — E(X)]'=Y.[x—E(X]". f(X)

It may be noted thaty =u,= U;=pu= E(X

m, = E(X—p)= E(X)— E@)=n —;u= 0

Further the central moments can be calculated as
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M, = My — MY

“3 = “'3_3”2 + 2”13

M, = l.l'4—4l.1'3|»11+ Wzﬂf— ' f

2.2.7 Moment Mean andVariance of Continuous Distributions.

If the p.d.f of the continuous probability distribution of a continuous random
variable X, assuming values in the intervaluj is f(x), then for that distribution

Mean =“:E(x)=j X. f(x)dx

Variance:c;2=E[x_E(x)]2:j' (x —u ) f (x)dx

Expectation of any functiof(x) is given by

E[o()] =] @x). f (x)dx
The moments are

r-th moment aboulg):m:'[lu(x_e)r f (x) dx

r-th raw momentu;:J- X" f(X)dx
|

r-th central moment :Mr=_[(X—M)r f(X o
|

2.3 Binomial Distribution

Let us consider a set of independent trials, such thatlegtitan result in either
the occurence of an event E, (referred to as a 'success’) or the non-occurence of event
E (referred to as a 'failure’). For each tiral, the probability of success is the some and
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is denoted byp'. Obviously for each trial, the probability of failure is also the same
and denoted byg" Thus q = 1 —p. This kind of a set of trials is known as a set of
Bernoulli trials. Now the probability of getting<" success and hence - x) failures
in a set ofrt’ Bernoulli trials in any preassigned ordemptg™. However x success
(and hencen — x failures) inn any preassigned order p&g"> However x success

(and hencen — x failures) inn independent trials may occur IYC, ways.
Therefore, the probability of getting success im' Bernoulli trials is given by
f(x)="C,p'q~*, forx=0,1,2,...,
= 0, Otherwise
Wheren is a positive intgger; 0 <p <1, gq=1-P

The functionf(x) is the probability mass function (p.m.f.) of a Binomial distribution
(which is a discrete distribution) with parametersand p'. It may be noted, that

f(x)=0 for all x.

and E;,) f (X)=2_2)”Cx p g™
=(q+p)°
=1
2.3.1 Mean of Binomial Distribution

The mean or the first raw moment of binomial distribution is given by

K=EO=3 % (9

=2 xC,pq™ [-whenx =0, therx f X ) =
x=1
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_ d n-1 Xx=1 n—X
Py (p” ¢

n
-1 1 J(n-1)—(x—1
=npy. " )C(x_l)ﬁY "D [whereu =x —:
x=1

n-1
:npz (n—l)C:u pu d( n-1)-u]
u=0

=np(g+ p)" = np [~ (g+ p)=1]
Thus, the mean of a binomial distribution (with parametgis u = E(X) =np.

2.3.2 $andard Deviation of Binomial Distribution
Var (X)=0*=E(X?) ~[E(X)]*
Now, E(X*)=E[X(X-1)+X]
= E[X(X —D)]+E(X)

= EX(X=-D}np......(I) {EX)=np
But E[X(X—-1)]=3"x(x=1). (%)

n

= Zx(x—l)" C.pq

¥ (x_q) nd
—X%x(x Dllwpx

— _ : In;z X AN—X
=n(n 1)XE::Z|(X—2)—(X—2) P4
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_ _ =2 n-2)—u]

=n(n )pzzl— _2) uldjd U=xX-2
=n(n-1)p’ (g+ p"~°
=n (n-1)p {-gq+p=1

So, fom (i)
EX?)=n(n-1)p+np
So, var (X) = E(X) — [E(X)?
n (n -1) p* + np — (hp)?
np [np—-p+ 1-np
np (1 -p)
= npq
Hence, the standard deviation of X is

o=/var (X)=,/npq

2.3.3 Some of the Moments of Binomial Distribution

We have already seen that the first moment about zero and the second moment
about zero are given by;=E(X)=np

W,=E(X?)=n(n—-1) p+ np

The highest moments about zero (the 3rd and the 4th moments) can be shown
to be

=n(n-1) (0 —2)p’+ 3 (0 —1)F+ ng
and u,=n(n-1) (n—-2)(n-3)g+c n(n=1)(n —2)p+ 7n(n—-1)p+ n
The central moments are

W,=p5—p5*=npq
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My = M5 — 34, + = npa(q— p)

W, = Wy —4uus + G- 3= h?p’g®+ rgp (1-6pg

2 24242 2

4; _n°g°q(g-p
Now, B1:_33: 333

My n-qq

_(a-p)
npq

So the measure for skewness

_(g-p)

=y, =+/By —m

when g = pzé, theny, = 0, and the distribution is symmetrical.

1 T .
When §< p <1, theny, > 0 and the distribution is negatively skew

The measure for kurtosis is

Y, :B2_3:IJ_‘21_

2

_3n°p°q’+ ng1-6 pg
- 2.2 2 3

n"pq

—34 npq(21—262pq)_3

npq

(1-6pq)
npq

1
From the above measure, it is seen thatpﬁf=g, then the distribution is
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1 1
mesokurtic; if pq>g, then the distribution is platykurtic; and ﬁq<€, then the

distribution is leptokurtic.

lllustration 2.3 : Five unbiased coins are tossed. Find the probabilities of (i)
getting exactly 2 heads, (ii) getting less that 2 heads, (iii) getting at least 2 heads (iv)
getting at most 2 heads.

Solution : In this problem

Total number of trials n =5

1
Probability of getting head in each trial IFE

1
Probability of getting tail in each trial § =§

(i) Probability of getting exactly 2 heads is given by

e 1 2 1 5-2
f2)= Cz@ (E)

_g(z)‘“
2[3\ 2
_10_5
32 16

= 0.3125

(i) The probability of getting less than 2 heads is

P(x< 2)= f(0)+ f 1)="Gp°d°+° Gp'q

(36 <0
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1. 5

5
32

=0[875

(iii) The probability of getting at least 2 heads is

P(x=22)=1-Pk< 2

= 1_[ fo) * f(l)]

from (ii)
=1 - 01875

fo + f, =0 18TE

= 08215

Also, P(x2 2)= Px= 2+ P&k= 3} Pk= 4} PX= !

= f+ figy + gy +f

(3) (4) (5)

S OIFRECIER

—_ 155 5 5 5
@ [°C. +7°Cy+°C,+7G ]

:i{ 5 15,15 ,1}
2| [23'[33 [41

[10+10+5+]

el

goeldlg

43
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(iv) The probability of getting at most 2 heads is

(1) 1)( 1)* AN
fo * fuy + T ZSCO(E] (E] +5C1(_2J(_2) +5C2(_2j (_Zj

lllustration 2.4 . Suppose that half the population of a town are consumers of
rice. 100 investigators are appointed to find out its truth. Each investigator interviews
10 individuals. How many investigators do you expect to repeat that three or less of
the people interviewed are consumers of rice.

Solution: In this problem from the given conditions, the probability that an

1
individual of the town is a consumer of rice FtZE

Total number of trials = the number of interviews taken by each investigator =
n=10

So, the probability that three or less of the people interviewed by an investigator

i + + +
are consumers of rice f(=o) f(l) f(z) f(g)

O E R DR CIEREE )

— % 10Co +10C1 + 10(:2 + 10C3]

= %[1+1o+ 45+ 12{)
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1L 0.17187¢

1024
So, the required expected number of investigators

= 100 (0171875)
= 171875

2.4 Poisson Distribution

Poisson distribution is also a discrete probability distributions. It has the probability
mass function (p.m.f)

e N>

Il( ;

=0 Otherwise

f(x) =

forx =0, 1, 2.....

WhereA is a positive quantity

e:1+£+—+—+ ..... = 271€

If is seen from the p.m.f that

f(x) = O for all x
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oo oo e—)»}\’x
and Z{, f (X)=Z6 X =1 {Refer the above notes within bracket}

The poisson distribution is a limiting form of the binomial distribution witkbn
o, p — 0, and np =\ (remaining the same)

Lt Lt
N—>co N—>oo

n X - X n(n—l)(n—Z)...(n —X+ 1) X n—x
0 = 0 1—
o lenr o [ ]
1 — 1 2 1
& poo {2 12) L a2 Howr( 272
np=

L —
n;w(l—lj(l—zj ( 1M 1): 1:
n n n
}\’x —\
——e— Lt A n N Lt A X
[x 1 n%oo(l——j =e”and n—>oo( 1—) =
n n
e \x




PGCO-VII dNSOU 47

2.4.1 Mean of Poisson Distribution

The mean or the first raw moment of poisson distribution is given by

o e—}» }\’x

u;:E(X):é X, F

=rey — [Whereu = x — 1, asx —» 1, u — 0]

=A
2.4.2 $andard Deviation of Poisson Distribution.
Var (X) =02 = EQ® — [EX)......(0)
Now, E (X?) = E [X (X -1) + X]
= E[X (X = 1)] + A...(i)) [+ E(X) = Al

But, E[X(X-1)=3 x(x—1).f (x)

e\

:Z;x(x—l) x
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=A%e"é
=2
Now, from (ii),
E(X?)=A*+r
So, Var (X)=E(X2) —[E(X)]?
=02 +0 =02
=A

Hence, the standard deviation of X is

o= Var()=vi
2.4.3 Some of the Moments of Poisson Distribution
The first four moments about zero are
w,=E X) =2
w,=E () =A+A
W, =A%+ 302+ A
W, =A%+ 60+ 7TA2+ A

The central moments are

My =, —H =
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Uy = Hls _3“’2 + 2“13:>‘

by = B — Al + 6040 231 =302 4

21
wo A% A

Now, B, =

So, the measure for skewness

1
:’Yl:\/Bil:W

As A > 0,v, > 0 and hence, the poisson distribution is pesitively skew

The measure for kurtosis is

_ u /N | 1
'YZ—BZ— ——3—3— )\’2 -3= 3"‘1 —3:X

As A > 0,y, > 0 and the Poisson distribution is leptokurtic.

lllustration 2.5 : The probability of getting no misprint in a page of a book is
0-12.What is the probability that a page contains more than 3 misprints? (Use poisson
distribution).

Solution : Let the number of misprints in a page be denoted by a random variable
X. Let us further assume that X follows poisson probability distribution with parameter
A

e\
[x

Thus, from the information provided in the questions,

ie. T(X)=

e—k ;\‘ 0
10

or, e = 012

=002

f(0)=
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or, - = log, 0-12 = — 212026354
or, A = 212026354

e—l )\‘1
0t —= (@12)@2 1202635
= 025443
f(2)= &2 _ (0012)(212026354)
12 2
= 0.26973
—Aq 3
fg)= 2 -0 [12)(212026354) _ 1 19063,

13 6
So, the probability that a page contains more than 3 misprints is
P(X>3) =1 - P(X< 3)
1 — [f(0) + (1) +f(2) + f(3)]
1 - [012 + 025443 + @6973 + 0190639]
1 - 0834794
01652

lllustration 2.6 : A poisson distribution has a double modexat 2 andx = 3.
What is the probability that will take the value 27?

Solution: Let the p.m.f of X be
e\’
X

As the distribution has a double mode mode at2 andx = 3, it is clear that
f(2) =1(3)

f(x) =

e—lXZ B e—k}\'3

2 3
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»_I3
O, }\'2 |_2
or,bA =3

e°3> (0[D49787)
|2 8

2.5 Normal Distribution

O f (23 @ 224C

Normal Distribution (also called Goussion Distribution) is a continuous probability
distribution and is regarded as the most important of all the theoretical distributions
for continuous variables. If a continuous variable X follows a normal distribution with
mean W and standard deviationthen its p.d.f is given by

_(ew)?
e 2 ;—co< X< oo

= vzn

The distribution is denoted by N(g?) and its mean is given by—
E(X)=] (3 dx p
The variance of the distribution is given by

Var (X) = | (x= 1)’ f(¥ dx=0?

From the p.d.f of the normal distribution, it is evident that the distribution is
symmetrical about the point x = p. (i.e. its mean), since

1
f(u+a) = f(n—9 = e,
(u+a)= f(u-9a o2 whatever be the value of a.

As the distribution is symmetrical about , its mean is equal to its mddtas,
mean = median = .
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.o df(X) d| 1 W
Further T (W==g. " bu= &[—e 2
X=H

210

1| e )|
_%{e { 707 H =0

[x=p

dx? |X=u_ J2nc dx o

B -1 e_(XZ—OL;)Z _ X— U 2 . e_( Xz_olzi)z i
J2mno o’ 0° |
x=pt

= O+i2}<0{-.-0>0,n>0

Jemol o

The fact that f'(u) = 0 and f"(u) < 0, shows that the mode of the normal
distribution is also equal to p. i.e. f(x) is maximum when x = .

2 =y
aiso, £ = TR 1 d{e {’i*ﬂ
x=n

Thus, mean = median = mode = p, for normal distribution.
2.5.1 Some of the Moments of Normal Distribution
All odd order central moments are zero.
e. b, =0 forallr=1,2 3.
Hence, p= y, = 0.
The even order central moments are given by
W, = (2r=1)(2r=3)...(5)(3) (1.
Hence, the second order and fourth order central moments are given by

W, = 0% and | = 30*
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W _ 0
Now, B, = u_g (09)°

So, the measure of skewness is
y, = \/[371 =0 (So, the distribution is symmetric)

The measure of kurtosis is

4

30
y,=B,—3= %—3:F—3:0 (So the distribution is mesokurtic)
2

2.5.2 $andard Normal Distribution

H , Where X is a normal variable with mean p and standard deviation

Let Z=
(¢}
0. Then Z will also be a normal variable with mean equal to zero and standard
deviation equal to unityThe distribution followed by Z is known as the standard
normal distribution and Z is called a standard normal variable or a normal deriate.

E(Z) = 0; var(Z2) = 1.
The p.d.f of Z is

_ 2

0(2) = —8€ 2 i~ =< Z<e

V2n
Plz<r]=0(1)= | §(2)dz

Since the distribution is symmetric,

0(2) = ¢(-2)
O(—r) = 1-4(r) for any r > 0
Also ¢(—o<)=0; ¢(0)=0.5andd ¢ k

PlE <2< ]=0(r)-0(n)= | 0(2)dz
n

Area under standard normal curve
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34.13%:

34.13%
2.14%

13.59% 13.59%

-3 -2 -1

Nof[ """~~~ 77~7777777777°77
=
N
w

p[-1< z< 1]= 68.27%
p[-2< z< 2]= 95.45%

p[-3<z< 3]=99.73%

lllustration 2.7 : If a variable X follows normal distribution with meanand
standard deviatiow, the find outPu—-6<X<u+20]

Solution :

Plu—oc <X Sp+ 20]

_pl-1< XM < o]

X - X -
T EANLP Y AP |
(o)
= P[Z2<2]-P[Z<-1] u-36 wo uo w2 u-36
Z

= 0(2) —0(-1)

= 0(2) - [1-6(1)] The values of

=0(2) +0(1) -1 ¢(2) and¢ (1)
are taken from

= 0.9772499 + 0.8413447 — 1 standard norma
table

= 0.81859
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Illustration 2.8 : A variable X follows a normal distribution with mean 151 and
standard deviation 15. Find the following probabilities:

() P[120< X< 155 (i) P[X <136] (iii) P[X >155]
Solution :

Given : p = 151 and = 15

(i) P[120< X< 155

_ P[lZO— 151< X-= 151S 155 15}]
15 15 15

= P[-2.07< Z< 0.27

= P[Z<0.27]- P[Z< - 2.01

= $(0.27) —$(=2.07) {$Eg(2);gz 8-8%6;
= §(0.27) — [1-4(2.07)]]

= 0.6064 — 1 + 0.9808 = 0.5872

X-151_ 136- 15]}
15 =~ 15

= P[Z<-1]

0(-1)

1 —o(1) {6(1) = 0.8413
1 - 0.8413 = 0.1587

(i) P[X<136]= P[

(iii) P[X > 155) = 1- P[X < 155]

1- P[x -151_ 155- 151}

15 ~ 15
= 1-P[Z< 0.27
= 1 —¢(0.27) {6(0.27) = 0.6064

1 - 0.6064 = 0.3936
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2.6 Exponential Distribution

Exponential distribution is a widely used continuous probability distribution. If a

continuous variable X follows exponential distribution with m%nand variance
%2, then its p.d.f is given by

f()={5" iftx>0
otherwise

The parametek > 0. X ~ ExponentialA)

This distribution is often used to model the time elapsed between events (like
service time of customers, intarrival time of customers intdailure time of
equipments, etc.) and is found to be the appropriate theoretical distribution for the life
time of manufactured products like bulbs, electronic components etc.

The cumulative distribution function (C.D.F) for the exponential distribution is

F(x)=[f(t)dt=[redt
0 0

2.6.1 Mean of Exponential Distribution

The mean of the exponential distribution is given by

E(X) = [ xf (x)dx = | xhe ** dx
0 0

e { u=u(x)&v=v(x)then

K[XIEV“ dX—f{%f & d% d{ [uvdx = uf vdx—j[%j vdx} dx

=0

X=oc

= x{ieﬂx +j%er7~x dx}

A x=0
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= ﬁ[_xe—kx _le—kx jlxz‘x
X A x=0

o)

2.6.2Variance of Exponential Distribution

oc oc

E(X2)=[x2f(x)dx = [ x2he > dx
0 0

X=oc
7{x2 [ e x dx—j{% X | e x d>} d%
x=0

X=oc

}Ll:ie—kx +J‘% e X dx:l

A x=0

= %[—XZGHM + 2 xe e d

Integratingby

_ | _x2e x4 2{—Xe‘kX —iekx} - parts| xe* dx
- A 22 o _ —xeM _ie—kx t e
A A2
= _|:0_£:|:£
7\‘2 xz

Now, Var(X) = E(®) — [E(X)]2

_1_(;)2_1
a2 A 22

So, the standard deviation ¢f = 5 = «/Var(X) :%

So, if X ~ Exponential X),

1
then E(X) :% andVar(X) = 2
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lllustration 2.9: The lifetime (in hours) of an electronic device is a random
variable with the following exponential probability density function

f(x) = 0.025e*%>>* for x >0
() Find the mean life time of the device.

(i) Find out the probability that the device will fail in the first 20 hours of
operation.

(i) Find out the probability that the device will operate for 80 or more hours
before failure.

Solution:

() The given distribution of the life time of the electronic device is exponential
with parameteA = 0.025.

So, the mean life time of the devicell:%

1

= WZSZ 40 hours.

(i) The probability that the device will fail in the first 20 hours of operation

= P(X<20)

20 20
~ F(20)= [ f(x)dx= [ 0.025&"925% ¢
0 0

— 0.025;
- [1_e )]XZZO
1—i0.025)(20)

1-0.606531
0.39347

(i) P(X > 80) =1— P (X< 80)

1 — F(80)
1-[1—e]_
1 — [1 _ é).ozs)(so]

= 0.025)(80)

= 0.135335
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lllustration 2.10: The time between arrivals of vehicles at a road crossing follows
an exponential distribution with a mean of 15 seconds.

I) Write the p.d.f of the exponential probability distribution followed by the time
between arrivals of vehicles.

ii) Find out the probability that the arrival time between vehicles is less or equal
to 15 seconds.

i) Find out the probability that the arricval time between vehicles is less or equal
to 8 seconds.

IvV) Find out the probability that the arrival time between vehicles is more than
40 seconds.

Solution:
i) In the given problem, the mean time is E(X) = 4 = 15 seconds.

-1 _0.06667

So, the parametek =
15

=l

So, the required p.d.f is
f(x) = Ae?™ = 0.06667€-%6567 x >
i) P[X<15]=F(15)

15
[ 0.06667 €0-06667x (;
0

[_ e—0.066671 Z:.(E;O

= 1 — @P06667)(15)
=1 - 0.36786
= 0.6321390

i) P[X<8]=F(8)=1- &0.06667)(8)
=1 — 0.586631
= 0.41337
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V) P[X>40]=1- P[X=< 40]=1- F(40,
= 1-[1-¢0.0666749)
= g-0.06667)40)= (). 06947

lllustration 2.11: Using the internet provided B®BC Internet Service provider
the average time to download a web page is approximately 25 se&ssaisiing that
the time to download a web page follows an exponential distribution, find the following:
(i) The probablity that it will take less than 12 seconds to download a web page. (ii)
The probability that it will take between 20 seconds and 45 seconds to download a
web page.

Solution: It is given that the mean of the concerned exponential distribution is
E(X) =p = 25 seconds.

So, the parametek = 1_1._ 0.04
Ho 25

So, p.d.f of the exponential distribution is f(x) = 0.04&; x >0
) P[X < 12] = F(12)

=1 — 009012
=1 - 0.6187834
= 0.38122

i) P[20< X< 45]= F(45) F(20

= [1— e (0.04)(45)] _[1— @ (0.04)(20)]

©(0.04)(20) _gr(0.04)(45)

0.44933 — 0.16530
= 0.28403

2.7 Joint Distribution of Two Random Variables (Discrete)

There are situations in which we require to study more than one random variable
at the same time. Let us consider a situation, where we have to study the relationship
of two variables, sayX’ and ‘Y’. Let us assume that the random variable X assumes
'k’ possible values % x,, x....x_and corresponding to each value of X, the other
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random variabléy assumes” possible values yy,, y,...y,. Then there are k possible
pairs of values (x yj), where i =1, 2,..., kand j =1, 2, l.Let Ff, denote the
probability for each pair of values (). These Pgive the joint probability distribution
of X andY, as represented in tA@ble-1 below:

Table 1

Joint Distribution of two random variables, X and Y

Y- Y, Y, Y, Marginal
Xl Total
X, P, P, e e e N P
X, P,, P,, o o o P, P
X, P, P, e e e Py P
Marginal
Total Po, Py e e e Py 1

k
Here, Po = P[Y=y;]1=2p; Vi=1.2,..]
1=

é .
and |%=P[X=xi]=_21|o,j Vi=1,2,...,k
=

The termMarginal Distribution of a random variable (say X) refers to the
probability distribution of that variable, obtained from the joint distribution irrespective
of the values assumed by the other variable Qay

Thus p, give the Maginal Probability Distribution of the random variable X.

X X, X, X, X, Total
probability : | p,, P,y P, . P 1
Similarly, P, give the maginal distribution of the random variable y
Y: A Y, A Y, Total
probability : | p,, Pos Pos e Py 1




62 NSOUa PGCO-VII

From the joint distribution of the two random variables X #ntheconditional
probability of the event X = xgiven thatY =y has occured (i = 1, 2, ..., k and
j =1,2,...1) can be easily calculated by

P(X=x ,Y=yj)_|q_j
P(Y:yj) Po;

P(szi /Y=yj)=

P(Y=y; . X=X) B
P(X=X) Ro

Also, P(Y=Yj /X=Xi)=

If X" and ‘Y’ are satistically independentrandom variables, then
PX=x,Y = yj] = P[X = x] P[Y = yj], for all i, for all j

or, P, = PPy for all i, for all j. (where Cov(X.Y) is

Also, in this case, E(XY) = E(X) E(Y)  the covariance of X

and Cov (X,Y) = E(XY) — E(X)E(Y) = 0 andY]
Thus, if X" and ‘Y’ are statistically associatedthenp; # R, -R;

lllustration 2.12: An urn contains 3 black, 2 white and 2 red balls. 3 balls are
taken at random from the urn. Construct the Joint Distribution of ‘The number of
black balls’ and ‘The number of white balls’. Find out the covariance between the
number of black balls and the number of white balls obtained.

Solution: Let the number of black balls obtained be X and
the number of white balls obtained e

Thenthe possible values of X are 0,1,2,3.

and the possible values of are 0,1,2.

Now, P = PX=xY = yl.]

o "%, =0,1,2,2
Ci %Gy Gy Jand

G, y;=0,1,2
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Table 2

Joint Distribution of the number of black balls (X)
and the number of white balls (Y)

X 0 1 2 3 Marginal
YU total
. . 3 i 1 10
35 35 35 35
. 2 12 s 0 20
35 35 35 35
2 2z 3 0 0 >
35 35 35
_ 4 18 12 1
Marginal 35 35 35 35 1
Total
o = °Co’Co Gy _1x1x0_
% C, 35
o1 = °C,’G*C, 3x1x0_ 3
10 C, 35 35
Similarly,
_3x1x2 6 XxXx1 1

Po="35 “35P0” 35 "33

) _1><2><1__2_p X X2 12
01 35 35 11 35 35

0 _3><2><1__6_p X% 0
21 35 35’31 35

0;
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_3x1x0_ Ix 2x 0

P2 " g5 P ™ g5
From Table 2,We get

C
E(X) = 1(33) " 2(1_2) ; 3(_1) _ 45 ¢
35) 35/ 35/ 35 -

E(Y)=1(2_O)+2(?5)_ 30_6

35 5/ 35 7
E(XY) =1(Ej+ 2(—6j +3(0)+ z(—3)+ or 0= 0 _6
35 35 35 35 7

So, Cov(X,Y) = E(XY) — E(X).E(Y)

(35

2.8 Summary

A random variable may be defined as a finite real valued measurable function
defined on a sample space. Random variable may be of two types— discrete random
variable and continuous random variabl@e probability distribution of a random
variable is defined as a statement of the possible values of the variable along with their
corresponding probabilitie$here are dierent types of probability distributionBhey
are Binomial, Poisson, Normal and Exponential distribufitw first two distribution
are in the category of discrete probability distribution and the remaining two are
continuous probability distribution.
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2.9 Self-Assessment Questions

Long Answer Type Question

1.

What is Binomial distribution? Explain its mean and standard deviation. Narrate
some of the moments of Binomial distribution.

What do you mean by ‘Poisson Distribution’? Explain the mean, standard
deviation and some of the moments of Poisson distribution.

What is normal distribution? Explain its properties.
What is exponential distribution? Discuss its mean and variance.

Six unbiased coins are tossed. Find the probabilities of (i) getting exactly 3
heads, (ii) getting less than 3 heads, (iii) getting at least 3 heads ageétt{ing
at most 3 heads.

The lifetime (in hours) of an electronic bull is a random variable with the
following exponential probability density function

f(x) = 0.025e%%>for x = 0
(i) Assesstain the mean lifetime of the bulb.

(i) Determine the probability that the bulb will fail in the first 25 hours of
operation.

(i) Calculate the probability that the bulb will operate for 75 or more hours
before failure.

There are 10000 electric lamps in the streets of the Hooghly Chinsurah
Municipality. If these lamps have an average life of 2000 burning hours with
a standard deviation of 230 hours, what number of lamps may be expected
to burn for (i) more than 2200 hours, (ii) less than 1800 hours and (ii)
between 1600 hours and 2500 hours?

Short Answer Type Questions

1.

The mean of a binomial distribution is 40 and its standard deviation is 8.
Calculate its n, p and g.

“The mean and standard deviation of a poisson distribution are 16 and 9
respectively’—$ate whether the above statement is ture.
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3. In a normal distribution 25% of the items are under 100 and 5% are over 150.
Find the mean and standard deviation of the distribution.

Objective Type Questions

1. What is a random variable?
What is a discrete random variable?
What is a continuous random variable?
Define Binomial Distribution.
What is Poisson Distribution?

What is Normal Distribution?

N o gk~ Db

What is Exponential Distribution?
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3.0 Objectives

After studying the present unit, you will be able to— (i) understand the concept
of sampling (ii) explain various probability sampling and non-probability sampling
techniques (iii) discuss dérent practical methods of selecting random sample
(iv) narrate some important sampling distributions and (v) explain the application of
Central LimitTheorem.

3.1 Introduction

The prime objective of any statistical enquiry is to provide complete information
on the characteristics of the population. Considering each member of the population
in a statistical enquiry is called complete enumenation which is time consuming and
laborious. But sampling which represents the selection of a part of the aggregate
statistical material with a view to obtaining information about the whole saves time
and cost. Sampling theory is the basis of statistical inference as it involves the study
of relationship between a population and the samples drawn from it. In the present
unit, the issues associated with the concept of sampling, types of sampling, sampling
and non-sampling errors, fifent sampling distributions and Central Lifilteorem
are discussed.

3.2 Basic Concept of Sampling

In any statistical enquiry our main interest lies in acquiring information and
developing knowledge about an aggregate statistical material (comprising of numerical
characteristics of a group of individuals or items), which is known as the population
in the context of that enquiryhe population may be made of the electronic products
manufactured by a manufacturing plant in a month, the cofedtafl patients in a
state in a week, the high school teachers in a district etc. In majority of the situations,
it is not practicable to collect and examine data from each individual member of the
population due to several reasons like resource constraints, practical inconvenience,
huge population size et€hus, in these situations one is left with no other option than
to resort to sampling, i.e. examining only a few members of the population.

Sampling may be defined as the selection of a part of an aggregate statistical
material (population) with the objective of obtaining information about the whole
population.
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The aggregate statistical material, from which the sampling is done is called the
population and the part of the population selected by sampling is caltadhple.

While doing sampling, the following two basic principles are of great importance:

a)

b)

Validity : The principle of validity implies that the sampling should be done
in such a manner that the objective interpretation of the results in terms of
probability can be done.

Optimisation: The principle of optimisation implies that the sampling should
be done in such a manner that either for a given level of cost (incurred for
sampling), the level of &Eiency (inverse of the sampling variance of the
estimator) attained should be maximum or for a given levelficiezicy, the

cost incurred should be minimum.

3.3 Comparison between Sampling and Complete

Enumeration

In complete enumeration (or complete census) the whole population is enumerated
or surveyed whereas in sampling only a part of the aggregate statistical material (i.e.
a properly selected representative sample) is surveyed. Sample survey is considered
to have some advantages over complete enumerdti@y. are the following:

)

i

Both in terms of money and man-hours, sample survey generally results in a
reduction of total cost, in comparison to complete census. Since the sample
size is less than population size, the expected total cost for sample survey is
lower than that for complete census although the per unit cost may be higher
Under resource constraint and time constraint, sample survey is preferred.

In some cases, highly trained personnel and expensive equipment may be
required for data collection and thus complete enumeration may not be
practicable in those cases. Furthar terms of information collected,
demographic, geographical and other boundaries, sample survey may provide
greater coverage and hence greater scope.

Due to the scope for employing better trained personnel and ensuring better
supervision, a sample survey is generally capable of giving data of better
quality, in comparison to complete census.

iv) In a sample survey if the sample is properly designed, then it gives an idea
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about the magnitude of sampling errors involved in it. Howeawecase of
complete census there is no way to obtain any idea about the magnitude of
errors (non-sampling) involved in it.

V) In some cases, due to the nature of the population (like infinite population or
hypothetical population), it is not possible to do complete enumeration. Further
if by its nature the enumeration is destructive, then we have to resort to a
rather small sample.

3.4 Sampling and Non-sampling Erors

In a sample surveynainly two types of errors may ariSéhey are i) Sampling
errors and ii) Non-sampling errors.

3.4.1 Sampling Errors

As we have already discussed, sampling is selecting a part of the population with
the objective of obtaining information about the whole population.,dowe there
is always a chance factor associated with sampling, despite employing appropriate
process of selection the results obtained from sample may not exactly coincide with
the characteristics of the population. So, some error or discrepancy is inevitable, and
this discrepancy between the statistic and the parameter is called the sampling error
For example, although the expected value of the sample mean (a statistic which is an
unbiased estimator of the paramefapulation mean) is the population mean, it is
not that every sample will have that same méae. diference between the mean of
a sample and the mean of the population is caused due to sampling error

The factors that give rise to sampling errors are— a) Sampling bias and b)
Chance factorSampling bias may arise due to reasons like the use of defective
sampling technique or due to substitution of one convenient member of the population.
These biases originate from sampling and are absent in complete enumeration. For
example, in a study where a random sampling technique would have been appropriate,
but one uses purposive or Judgement sampling then sampling bias would arise. Besides,
chance causes may also generate discrepancy between sample characteristics and
population characteristics.

3.4.2 Non-Sampling Erors

Procedural biases give rise to non-sampling errors likReaponse errpib)
Observational error c¢) Error arising out of non-response aiatetyiewer's Error
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Response error arises out of the responses given by the respondents. Responses
may be dkcted by the respondents’ pride and as a result one maydgiatéeone's
age or overstate one's income or education. Furthetors like personal likings/
disliking, self-interest of the respondents may also create response error

Observational error generally arises out of eye-estimation and psychological factors
of the observer

Non-response error commonly arises out of unavailability of the respondent or
when the respondent refuses or fails to provide the information.

The interviewer's personal beliefs and prejudices may wrongggtalis/her
interpretation and this results in Interviewer's error

3.5 Types of Sampling

Sampling can be broadly classified into two types.They are subjective sampling
and objective samplingdAny sampling type which is dependent on the discretion/
personal judgement of the sampler is called subjective sampling. In case of subjective
sampling, the sampler is mostly unaware of the extent to which his sample represents
the population and thus, the accuracy of the final estimate is also unkivtven.the
sampling method does not depend on the sampler's own judgement and is based on
a sampling rule then it is called objective sampling.

Objective sampling can be broadly classified into probability sampling, non-
probability sampling and mixed sampling.

3.5.1 Pobability sampling

The type of objective sampling procedure in which each member of the population
gets a definite probability of getting included in the sample is called probability sampling.
Thus, for each member there is a definite preassigned probability (which may not be
necessarily same for all the members) of being selected.

3.5.2 Non-piobability Sampling

This is a type of objective sampling in which there is no probability attached to
the mode of selection, although there is a fixed sampling rule.

Probability samples are those based on simple random sampling, systematic
sampling, stratified sampling, cluster/area sampling whereas non-probability samples
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are those based on convenience sampling, judgement sampling and quota sampling
techniques. Important sample designs are briefly discussed below:—

)

Deliberate sampling: In this sampling method, purposive or deliberate selection

of particular units of the universe is done for the constitution of a sample.
When on the basis of easy access, the population elements are selected for
inclusion in the sample, then the sampling method is called convenience
sampling.This is a type of non-probability sampling. In order to collect data
related to petrol consumption of public vehicles one may select a fixed number
of petrol stations and may conduct interviews at these stations. If the
researcher's judgement is used for selecting items of the sample from the
population, then the sampling method is called judgement sampling. For
example, a judgement sample of doctors might be taken to secure reaction to
the adaptation of a new medical treatment.

Simple random sampling : In this probability sampling method the probability

of inclusion of each and every item of the population in the sample is equal.
Further in case of finite universe, each one of the possible samples has the
same probability of being selected. For example, if a sample of 400 items is
to be selected from a population of 16000 items, then one can write the
names or numbers of all the 16000 items on pieces of paper and conduct a
lottery, or else one can do random sampling using random number tables.
When the population is infinite, then the successive selections of items are
independent and the selection of each item in a random sample is controlled
by the same probability

iii) Systematic sampling: In some situations, the appropriate manner in which

sampling can be done is by selecting every 20th entry of a list of individuals,
every 15th residence of a housing complex and sdlua.type of sampling

is known as systematic sampling. In this kind of sampling, at the very beginning,
in order to pick up the first unit of the sample random numbers are used and
this injects an element of randomness in the procedien an appropriate
interval of width 'k’ (say) is ascertained. Once the 1st unit has been selected
by picking some random point in the list, every kth unit of the population is
selected as an unit of the sample until the desired number is secured.

Stratified sampling: The population is divided/stratified into a number of
non-overlapping subpopulations (known as strata) and sample items are selected
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Vi)

from each stratum in this type of samplifipere is not much variance among

the items within the same stratum (i.e. each stratum is homogeneous). However
there is significant variance between the items déiht strata. If the items
selected from each stratum is based on simple random sampling the entire
procedure, first stratification and then simple random sampling, is known as
stratified random sampling-his technique is applied when the population is

a heterogenous group.

Quota sampling: In Quota sampling (an important form of non-probability
sampling),the interviewers are given quota to be filled frofemiht strata.

The actual selection (on the basis of the given Quota) of items froemedhif

strata for sample is left to the interviewer's own judgement. Here, the cost of
sampling is generally much lesser than that of stratified sampling, however the
emphasis is given on the interviewer's own judgement rather than randomness.
Thus, Quota samples generally happen to be judgement samples rather than
random samples. Generalthhere is a proportionate relationship between the
size of quota for each stratum and the size of that stratum in the population.

Cluster sampling and area sampling: In Cluster sampling, initially the
population is divided into several groups or clusters. Unlike the stratum
(which is made of homogeneous units), here each cluster generally retains the
heterogeneityThen the groups or the clusters (rather than individual elements)
are selected at random for inclusion in the sample. Suppose a bank wants to
collect a sample of its account holders. It has 30000 account holthers.
sample size has to be 750 (say). Now the 30000 account holders may be
initially grouped into 200 clusters so that each cluster consists of 150 account
holders. Five clusters might then be randomly selected (out of the 200 clusters)
for the sample. In area sampling at first the total area is divided into a number
of smaller non-overlapping areas, then a number of these smaller areas are
randomly selected and all units in these small areas are included in the sample.
Area sampling is especially helpful where we do not have the list of the
population concerned.

vii) Multi-stage sampling: This sampling techniqgue may be considered as an

extension of the idea of cluster sampling. Under multi-stage sampling, in the
first stage, the selection of ¢@ primary sampling units such as states may
be done, then in the next stage districts, then towns and then in the final stage
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certain families within towns may be select&te procedure is referred to
as multi-stage random sampling if random sampling is applied at all stages.

viii) Sequential sampling: In this method of sampling, the final size of the sample
is not fixed in advance but is determined according to mathematical decisions
on the basis of information created as survey progress. In the context of
statistical quality control, this sampling design is used under acceptance
sampling plan.

3.6 Practical Methods of Selecting Random Sample

Random samples may be selected using methods like i) Lottery method, ii) Method
of using random number table. iii) Method of using Roulette wheel

1) Lottery method: Lottery is done by first constructing a miniature population
which can be handled convenienflihen individuals are drawn one by one
from that miniature population which is thoroughly dted before every
draw For each sampling unit, a ticket bearing an identification mark (say
serial number) of the sampling unit is prepared and then these tickets are
placed in similar containers and thoroughly mixed or randomized.

i) Random Number Table: Random numbers are the numbers which form
some well-known sequence of figures in such a manner that successive figures
appear in a perfectly random ordee. the successive figures are independent
and uncorrelatedlhus, a random number series gives an arrangement (may
be linear or rectangular), in which each position is occupied by one of the
digits 0,1,2,...,9 and the digit occupying any position is selected at random
(out of these ten digits) independently of the digits occupying other positions.
Random number table consists offnumber of random numbers in sets of
four digits arranged in rows and columns. Random number tables are
constructed using ddrent sets of random numbers lik@pett's series, Fisher
andYates' series, Kendall and Smith's series etc. Randomness of any series of
numbers may be tested using tests like 'Frequency test', 'Serial test', 'Poker
test’, and 'Gap test'. From any of the random number tables, random numbers
may be selected, starting from any row or column of any pegrding to
the requirement, one can select 1-digited, 2-digited, 3-digited or 4-digited
random numbers successively without any break until the required number of
random numbers are selected. (see die Example 3 and Example 4)
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iif) Method of using Roulette wheel Roulette wheel is a circular horizontal
wheel with numbers (generally from O to 36) written on its upper surface
along its circumference. It is supposed to be perfectly balanced, clean and
fair. A fixed point (a pointer) is chosen on the wheel circumference and the
wheel is rotatedThe number on the wheel which comes in front of the fixed
point when the rotatory wheel stops is chodéns process is repeated and
thus random numbers can be generated. Using these random numbers, random
samples can be selected.

3.7 Sampling Distribution, Parameterand Satistic

Let samples of size n be drawn from a population of size N, (n<N). If drawn
without replacement, then the possible number of samples that can be di@yn is
and if drawn with replacement, then the possible number of samples that can be drawn
is N".

Now, if we focus on only one character of importance and represent it by variable
X, then there will be diérent measures of the population distribution ofAry
statistical measure based on all units in the population is called a paraergpter
population mean, population standard deviation etc. It is a measure that occurs in the
population distribution of the variable x.

A corresponding measure for sample, i.e. a statistical measure calculated on the
basis of sample observations is called a statistic, e.g., sample mean, sample standard
deviation etc.

The population members included in thefefiént possible samples that can be
drawn from the population may befdifent.Thus, the value of a statistic is very likely
to vary from one sample to anoth&hese diferences/variations in the values of a
statistic are called sampling fluctuations. Generallgtatistic varies from sample to
sample, but the parameter remains a constant.

The frequency distribution of the statistic that would be obtained if the number
of samples (each of the same size, i.e. n) were infinite is called the sampling distribution
of the statistic. Rathgsampling distribution of a statistic is the probability distribution
of that statistic. Sample statistic like sample megngample standard deviation (s),
sample proportion of defective (p) etc. will all have their own sampling distributions.
A sampling distribution of any statistic may have its mean, standard deviation and
moments of higher order$he standard error of a statisticis the standard deviation
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of the sampling distribution of that statistic.
3.7.1 Central Limit Theorem

If the population variancecf) is finite, then the sampling distribution of the
sample meaifx ) tends to normality for sfi€iently large sample size (n).

3.7.2 Expectation and &andard Err or of Sample Mean
Expectation of sample mearis given by EX )= u (population mean)

Sandard Error (S.E) of the sample mean ¥he Sandard Deviation of the
sampling distribution of sample mean. It is given by

c
T ,when the population sizeis infinite or the random sampledsa with replacemer
n

SE=
6 |[N—-n o _ _
T m, when the population size is finite & the random sample is draith replacement
n —

Where, N = Population Size, n = Sample Sizes S.D of the Population.
3.7.3 Expectation and &ndard Err or of Sample Poportion

Let P be the proportion of the units belonging to a certain category in a population.
If a random sample of size n be drawn from that population and p represents the
proportion of the units belonging to the same category in the sample, then the sampling
distribution of p is approximately normal distribution with

Expectation of sample proportion E(p)=P and

Standard Error of sample proportionThe standard deviation of the sampling
distribution of p. It is given by

P
. /—Q, when the population sizeis infinite or the random sampledsd with replacemer

n
SE=
PQ |N-n o .
— m , When the population size is finite & the random sample is draxith replacement
n —

where Q = I-P
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3.8 Some Important Distributions

3.8.1 Normal Distribution

_(x-wy?
e 2% ; 0 < x <o where,c = S.D of the Population, u

Pdf is f(x) =

2nc
= Mean of the Population
Standard Normal Distribution

Normal distribution with p = 0 and =1

_@?

i = — 2+ o 0
Pdf isf(z) \/%e ; <z<
3.8.2 2 Distribution

Lety,, ¥,.-...,, be mutually independent standard normal variafllesn %ylz is

called ay?with v degrees of freedom.

_x v,
Pdf is f(x?) = e2.¢)2 ;0<R<w

(3]

3.8.3 t Distribution

If y be a standard normal variable a¥ida chi-squarey?) with v degrees of

freedom, distributed independently oftlgen the new variabk-)y7 is called a t with

v degrees of freedom. \/;
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v+l
1 t2) 2
Pdfis f()=————|1+—| , where-co< oo

(v

3.8.4 F-Distribution
If Y, andY, are independently distributed gswith v, and v, degrees of freedom,

Yl

Y
respectively then the random variabl /1 is called F with (yv,) degrees of

2

P

freedom.

V.

Vv /V 2 Vv —(v1+v2)/2
Pdf is f(F)=% 220, 1 F where @ Koo
B(v1/2, v, /2) v,

3.9 Sample Size Decisions

Determining the appropriate size of a sample is a crucial decision in any sampling.
Size of the sample should be determined by a researcher keeping in view the following
points:

1) Nature of Population: Population may be either homogenous for a small

sample or heterogenous for aglarsample in nature.

2) Nature of proposed classedn case a laye number of class groups (groups
and sub groups) are to be formed, in order to ensure a reasonable number of
items in each class group the sample size should alsodege lar

3) The survey concerned:For technical surveys a small sample and for a
general survey a lge sample is generally considered to be appropriate.

4) Type of sampling:A small random sample is considered to be much superior
to a lager but inappropriately selected sample.

5) Level of accuracy and confidence levelln order to get higher level of
precision the sample size should also bgelaSimilarly higher the confidence
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6)

7

level (or lower the level of significance) higher should be the sample size.

Money available: From the practical point of viewhe sample size is obviously
dependent on the amount of money available for carrying out the sody
collecting a lage sample, stitient fund should be available.

Other factors: Size of the population, Population variance, Nature of units,
Questionnaire sizdraining of investigators, the time available for completion

of the studythe conditions under which the sampling is being conducted, are
some of the other important factors a researcher should be concerned with
while selecting the size of the sample.

A) Sample size while estimating a mean

Let, The population mean = p

The sample size = n

The standard deviation of the population (as estimated from past experience
or trial sample) =o.

The value of the standard variate at a given level of confidence = z.
The sample mean x.

The accectable error = e f&— p)

Then

-4
Standard error

a) In case, the population sizeinginitely large, or the sample is drawwith

(&)
replacement,then standard error :ﬁ

N
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e c _¢ — 0 6’2’
o, .= _7 or == or =— o n=

o z \/ﬁ z e e2

Jn

b) In case, the population size is finite (say the population size = N) and the

6 [N—-n
sample is drawn without replacement, then the standard erganr%%

SO,¢:Z
o [N-n

JnVN-1

(-1’ _o*(N-n)
oh T2 T T(N—Y)

ot | Z°
o n_N—l[(i—u)z}(N_n)

o2z? 6%z?

T(N-DE (N-1)@

or, n

n {putting™- p= ¢

i 7°62 6222
or, n|1+ > =
| €*(N-1)| (N-1¢€

n_(N—l)ez+ Z6?| %N
R PV T TV

Z°6°N

T (N-D& 1 Zo?

or, N
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B) Sample size while estimating a mportion
Let,p = Proportion of units belonging to a certain category in the sample.

g = 1 — p = Proportion of units not belonging to the concerned category in
the sample.

z = The value of the standard variate at a given level of confidence.
n = The sample size.
e =The acceptable error

a) In case the population is infinitely g and the proportion in the population
is to be estimated, then the standard error of sample proport'\@
e

pa(N-1n)
n(N-1)

2 - Z°pa(N-n)
n(N-1)

So

or n(N-1)¢ = ZpgN-Zpgn
or n[(N-1)¢ + Zpq] = ZpgN

e z°paN
(N-1€ + Zpq

or

lllustration 3.1 : The monthly incomes of 1000 salesmen employed by a company
is known to be approximately normally distributed. If the company wants to be 95%
confident that the true mean of this months income does riet if more that 2%
of the last montls mean income of Rs. 40000/hat sample size would be required?
Assume that the population standard deviation is Rs. 3500/. Had the population been
infinitely large, hour would the appropriate sample size be changed?

Solution: It is given in the problem that
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N = 1000

c = 3500

e = 2% of 40000 = 800

z = 1.96 (as per the table of area under standard normal curve for the given

confidence level of 95%).

7°6°N

(N-1)€& + Zo?

We know thatn=

(1.96Y (35007 (1000)
(1000~ 1)(8003 + (1.96) (3508)

So heren=

_4705960000(
~ 686419600
= 68.558~ 69
Ans. Thus the required sample size is 69.
Had the population been infinitely &g, then the appropriate sample size would

have been

lllustration 3.2 : What should be the size of the sample if a simple random

sample from a population of 5000 items is to be drawn to estimate the percent
defective within 2% of the true value with 95% probabiliyRat would be the size

of the sample if the population is assumed to be infinite in this problem? [From the

past experience, the proportion of defectives in the population is assumed to be p =

0.02]

Solution : In the question it is given that

N = 5000
z = 1.96 (as per table of area under the standard normal curve for the given
confidence level of 95%)



PGCO-VII dNSOU 83

e = 0.02
p = 0.02
Z°pgN
We know thatn =
(N-De+ Zpq

(1.96Y (0.02)(+ 0.02)(5000)

So heren=
(0.02¥ (5000- 1} (1.96) (0.02)d 0.0

=181.444~ 18
So the required sample size is 181.

If the population is assumed to be infinite in this problem, then the appropriate

z°pgq _ (1.96§ (0.02)(0.9¢
&€ (0.027

sample size is given by = =188.2384~ 18!

lllustration 3.3 : Draw a random sample of size 10 without replacements from
a population of 240 firms numbered as F,, F,,..., F

240°

Solution : In order to select the random sample, we have to take three-digited
numbers from the table of random numbers. Let us take the random numbers row-
wise from the begining of the 8th line of the first page.ensure equal probability
for each firm, we shall take the numbers from 001 to 960 (i.e. tpeskathree-digited
number which is divisible by 240) and ignore the other three-digited numbhes.
number is to be divided by 240 and the remainder is to be taken. Obyithesly
remainder will vary from 000 to 233he remainders 001 to 239 will correspond to

F, to F, respectively and 000 will correspond tg, F

When the sampling is done without replacement, a firm once selected cannot be
selected again.

The selected sample is shown belowTable 1) :
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Table 1

Random No. S taken
from R Number table | 728| 709 833 236 325 202 78 001 605 845 010

Remainder on dividing 8 |229| 113| 236/ 85| 202 58| 001 125 1¢25 010
by 240 (Reject)

Firms selected F |FE.|F | F F_| F F. | F. | F x | F

8 229 113 236 85 202 58 01 125 10

** Had the sampling been done with replacement, in the above example, corresponding
to R. Number 845, the remainder 125 would not have been rejected and thg firm F
would have been selectdavice. Further E would not have been selected.

lllustration 3.4 : Draw a random sample of size 8 from a population of 85 units
(without replacement).

Solution: The population size is 85, which is a two digited numBer here we
would assign a two-digited number to each unit of the population in the following
monner

Unit 1/12(3]| 4 10| 11|12 84| 85
Code No.| 01| 02| 03| 04 10 11 | 12 84| 85

The code numbers from 86 to 99 and the code number 00 are rejected.

Now when the sampling is done without replacement, the selected sample is

Random Nos

taken from 72| 87 |09 83 32 36 32 52 Oop 77 80 01
R. No. table
Code No. 72 | Reject| 09| 83| 32| 36|Reject 52| 02| 77| 80| 01

Selected Unit 0|f72 x |09 83| 32| 36/ x | 52| 02| 77| 80| 01

Here, in this example, had the sampling been done with replacement, the 32nd
unit of the population would have been selected twice and the 1st unit of the population
(which has been selected at the end) would not have been selected in the sample.

3.10 Summary

The selection of a part of an aggregate statistical material (population) with the
objective of obtaining information about the whole population is called samplieg.
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part of the population selected by sampling is called a sample. In complete enumeration
the whole population is enumerated while in sampling a part of the population is
surveyed.The error or discrepancy between the statistic and the parameter which is
inevitable is called the sampling error whereas procedural biases result in non-sampling
error. Sampling can be classified into two categories—probability sampling and non-
probability sampling. Non-probability sampling may be of various types, such as
deliberate sampling, simple random sampling, systematic sampling, stratified sampling,
guota sampling, cluster sampling, multi-stage sampling, sequential samplingeste.

are three basic methods of selecting random samples; are Lottery method,
Method of using random number table and Method of using roulette wkeel.
statistical measure based on all units in the population is called a parameter whereas
a statistical measure based on sample observations is called a statistic. In the Central
Limit Theorem, if the population variance is finite, then the sampling distribution of
the sample mean tends to normality forfisigntly large sample. Some important
sampling distributions are normal distribution Chi-square distribution, t distribution
and F distribution.

3.11 Self-Assessment Questions

Long Answer Type Questions
1. Distinguish between—
(a) Sampling and Complete Enumeration
(b) Sampling and Non-sampling Errors
Discuss the dierent types of sampling techniques.
Narrate the dferent practical methods of selecting random sample.

4. Discuss the factors to be taken into consideration while determining the size
of a sample.

Short Answer Type Questions
1. What is sampling? t&te its features.

2. Mention the major points of ddrence between sampling and complete
enumeration.

3. State the major points of ddrence between sampling and non-sampling errors.
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4.
5.
6.

Write a short note on simple random sampling.
State the features of quota sampling.

How do you prepare a sample applying stratified sampling?

Objective Type Questions

1.

© 0 N O O bk~ WD

What is sampling?

What is sampling error?

What is non-sampling error?

What is simple random sampling?

What do you mean by the term ‘deliberate sampling’?
What is systematic sampling?

What is multi-stage sampling?

What is cluster sampling?

What is sequential sampling?

10. What do you understand by the term ‘parani@ter
11. What is statistic?
12. What is Chi-square distribution?



Unit 4 OQ Multiple RegressionAnalysis

Sructur e
4.0 Objectives
4.1 Intr oduction
4.2 Partial Corr elation
4.3 Multiple Corr elation
4.4 Multiple Regression
4.4.1 Multiple Linear Regression Model withThree Variables
4.4.2 Problems associated with Multiple Regession and theirremedies
4.5 Summary

4.6 Self-Assessment Questions

4.0 Objectives

After studying the present unit, you will be able to (i) understand the concepts
of Partial and Multiple correlations (ii) explain the Multiple linear regression model
and (iii) identify the problems associated with the multiple regression and their remedies.

4.1 Introduction

While analyzing the relationship between three or more variables, two issues are
addressedrhe first one is the assessment of nature and degree of relationship between
the variables and the other is the estimation of the value of one variable for specified
values of the other variablehe former deals with the analysis of partial and multiple
correlations while the latter is concerned with the analysis of multiple regreBsisn.
module presents didrent issues associated with partial correlation, multiple correlation
and multiple regression.

4.2 Pattial Corr elation

Partial correlation coé&€ient measures the extent of relationship between two

87
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variables in such a way that thdeets of other related variables are eliminated. In
a trivariate distribution in which each of the variablgscand x% has n observations,
the partial correlation coefient between xand x represents the correlation dogént
between xand X after eliminating the éct of x; on x and %. It is usually denoted
by r,, ;and is found by using the following formula:

(r12_ 1% rza)

123~ (1_ rfg)(l_ r223)

r

where, [, = Pearson's simple correlation betwegramd X%,

r,; = Pearson's simple correlation betweerard X,

r,; = Pearson's simple correlation betwegrard X,.

Similarly, r 5 , is the partial correlation cdefient between yand x. It represents
the degree of association betweeand x after eliminating the éct of x, on x and
X5. It can be computed by using the following formula:

_ (rls_rlzxrza)
e

r

r,s, IS the partial correlation cdefient between xand %. It represents the
degree of relationship between and x after eliminating the é&ct of x.on x, and
X3 The formula used in computing,r, is as follows:

_ (rzs_rlzxrm)
o))

Partial correlation coé€ients lie between +1 and -1 i.e <l , 5 I35 l,53) < +1

r

lllustration 4.1
Using the data given belowomputer f, 5 r,,and ., :

r, = 0.65, ;= 0.6, , = 0.9.Also interpret the results.
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Solution:

_ (rlz_r13xr23) B 0.65- 0.6x 0.9
2" fee)me)  Ji-08)(x- o)

0.65- 0.54

J(1-0.36(+ 0.8}

011 _ 011

J0.64x 0.19  0.3487

It indicates that there is a low degree of positive relationship betwemdxx,
after eliminating the influence of,>on x, and x%.

= 0.315 (approx)

- (r13_ M rzz) _ 0.6— 0.65< 0.9
BN (A TE RN \/(1— 0.68)(1- 0.9)
0.6- 0.585

J@-0.4225( & o0.8L

0.15 0.015

~ Jos5775¢ 0.1¢  0.3312

It indicates that there is a very low degree of positive relationship betweil x
X5 after eliminating the influence of,>on x, and %.

= 0.045 (approx)

_ (r23—r12><r13) _ 0.9- 0.65< 0.6

T dg  Je-oes)( o)

r
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0.9- 0.39
J@-0.4225(+ 0.3p

0.51 0.51
~ J0.5775¢< 0.64 ~ 0.6079

= 0.839 (approx)

It reflects that there is a high degree of positive relationship betweandxx
after eliminating the influence of >on x, and x,.

4.3 Multiple Corr elation

When three or more variables are considered simultaneously and we want to
study the degree of relationship between one of the variables (considered as dependent
variable) on the one hand and the rest two or more variables (considered as independent
variables) on the other hand, multiple correlation analysis is made.

In a trivariate distribution in which each of the variablgsx and X% has n
observations, the multiple correlation do@ént of x;, on x, and X is the simple
correlation codfcient between xand the joint déct of x, and x on x. It is usually
denoted by R,; and is found by using the following formula:

2 2
R _ I’12 + I’13 2'r12'r13'r23
123~

2
1- Ma

where, r,, = Pearson's simple correlation betweeramd x,
r,; = Pearson's simple correlation betwegramrd X,
r,, = Pearson's simple correlation betwegramd X,.

Similarly, R, ,;is the multiple correlation cdefient of X, on x and x. It represents
the degree of association betwegramd the joint influence of pand % on x,. It can
be computed by using the following formula:

2 2
R _ S P 2.r12.r13.r23
213~

2
1=1
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R, ;,is the multiple correlation cdedient of x, on x, and %. It shows the extent
of relationship betweenyand the joint déct of x, and % on x;. It can be ascertained
by using the following formula:

2 2
R ~ r13+r23 2.r12.r13.r23
312~

2
=1

The coeficient of multiple correlation varies between +1 and 0 i.e &, ,,

Ry1z Reql) = +1
lllustration 4.2

Given r,=0.65, f;= 0.6, ;= 0.9, compute the values of R R, ,;and R .,
Also interpret the value of 3.,

Solution:

Py
|

2 2
L+, 2.r12.r13.r23
1.23

2
1 M

_ \/0.652+ 0.6- % 0.6% 0.8 O.
1- 0.9

\/o.4225+ 0.36- 0.70
1-0.81

[0.0805 0651
0.19

2 2
\/r12+r23 2.r12.r13.r23
2
1-1,

2.13
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\/0.652+ 09— % 0.6% 0.8 O.
1- 0.6

\/o.4225+ 0.8+ 0.70
1-0.36

/0.5305_ 0.91
0.64

—2r _r.r

12713 23
Rs 12 1 2

0.66+0.9- 2 0.6 0. O.
1-0.6%

_ \/0.36+ 0.8+ 0.70:
- 1-0.4225

468
5775

It indicates that there is a very high degree of relationship betwgandxthe
joint influence of x and x on x,.

4.4 Multiple Regression

If we consider realitywe find that very often the values of one variable are
influenced by another single variable, but in most of the cases we see that the values
of one variable are influenced by many others, e.g., the dividend paying capability of
a company is influenced not only by its profitability but also by its liquidirgilability
of profitable investment opportunities, industry trend and so on. In this case, in order
to analyse the joint &dct of the independent variables on the dependent variable,
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multiple regression analysis technique is ugédte objective of multiple regression
analysis is to estimate the most likely value of the dependent variable from the given

values of two or more independent variables.
4.4.1 Multiple Linear Regression Model withThree Variables

In a trivariate distribution, three variables, x, and x are involved. In this case,
we have three regression equations which are as follows:

1) Regression equation of xon x, and x, is given by—

(Xl_xl)_b123( X2)+b13£X_X)
where x is the dependent variable angand X are the independent variables,

X., X. and X_3 are the arithmetic means of the variablgsxx and x respectively

and h, ;and b, , are the partial regression cheients. b, , shows the change in the
value of x for one unit change in the value of after eliminating the influence of
X3 on x and x. Similarly, b , , indicates the change in the value gffar one unit
change in the value ofpafter eliminating the influence of,>on x and x. b, ;and
b5, can be found by using the following formulae—

( 13 23)

b
12.3
02 1-
b 6, (r _r12 23)
132 - G 1— r

where,c,, 6, andc, are the standard deviations of the variablgscxand %
respectively and,r, r,, and 1, denote the simple correlation cheients between x

and x, between xand % and between xand % respectively

This equation is used in estimating the most likely value, dbixgiven values
of x, and x,.

2) Regression equation of xon x, and x; is given by—

(xz—x_2)=b213( x])+b {xs—?l
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where % is the dependent variable angand x are the independent variables,

X, X_2 and X_3 are the arithmetic means of the variablgsxy and x respectively

and b, ;and b, , are the partial regression cheents. b, , represents the change
in the value of xfor one unit change in the value gfafter eliminating the influence
of x; on x, and %. Similarly, b,, , indicates the change in the value gfor one unit
change in the value ofpafter eliminating the influence of on x, and x. b,, ;and

b,,, can be ascertained by using the following formulae—

b :G (r _r2313)

21.3 ) 1—

This equation is used in estimating the most likely value,dbxgiven values
of x, and x.

3) Regression equation of xon x, and X, is given by—

(xs—x_3):b312( x1)+b {xz—x_)

where % is the dependent variable angand % are the independent variables,

X 0 X, andx_3 are the arithmetic means of the variablgsxx and x respectively

and k, , and , , are the partial regression cheents. b, , represents the change
in the value of xfor one unit change in the value gfafter eliminating the influence
of x, on x;, and x. Similarly, b,, , indicates the change in the value gfor one unit
change in the value of,after eliminating the influence of on x, and x. b,, ,and

b,, , can be ascertained by using the following formulae—

b :0 (r13—r23 12)

312
o, 1-

32.1
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2 T2
This equation is used in estimating the most likely value,dbxgiven values
of x, and x.
lllustration 4.3

In a three-variate multiple correlation analysis, the following results were found—
X, =68 X, =7, X, =74
o, = 1, o, = 0.8, o5 = 9
r,= 0.6, rs= 0.7, rs= 0.65

(The symbols have their usual significance).

Obtain the multiple regression equatioAtso estimate the value of xvhen x
=4 and x = 8.

Solution:

In a trivariate distribution, we have three regression equations. Regression equation
of x, on x, and X is—

(xl—x_l)—blzs( x2)+bl3ix —x)

o =Nt
where b =—1x¢ and
123 & 1— 2

2 23

Similarly, regression equation of2 on X and x is—

(x —x) b213( 1—;1)+b23.{x3—73
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b = ( 12 13)

Regression equation of,>on x and % is—
(Xs_x_3)=b312( X1)+b :(Xz_x_)
(1 23 12)

and
61 1- 12

b —_3 ( 13 12)

c 1-

At first we have to compute the values of the partial regressioficiests.

b =G (rlz_r13 23)

12.3
o
2 1- r23

LX(OB 0.7x 0.65 LX(O-G‘ 0.455
0.8 1- 0.6% 0.8 1- 0.4225

_ 1, 0u5
0.8 0577t (approx)
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1>< (0.7- 0.6x 0.6% _1 (0.7-0.39

=— X
9 1-0.65 9 05775
~ 223 006
9™ 0.577¢ = 0:06 (approx)

G, (rlZ - r23'r13)

. 2
21.3 G]_ 1— r13
:0__8X (0.6— 0.65x 0.7 _0.8x (0.6— 0.455
1 1-0.7 1-0.49
_0.8x 215 ,a
X551 =0 (approx)

G, (r23 B rlZ'rlS)

0.8 (0.65- 0.6x 0.J .8 (0.65- 0.42

9 1-0.7 9 1- 0.49

_0_.8>< 0.28 0.04
9 “051- 0 (approx)

312:(5_1>< 1— r122
:gx (0.7- 0.65< 0.6 . (0.7-0.39
1 1- 0.6 1-0.36
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_9x 031 4.36
oea = 4+ (approx)

2
%, 1 2

9 (0.65-0.7% 04 9 _(0.65-0.43

=— X
8 1- 0.6 08 1-0.64

_o 08 _

~0.8 064 404 (approx)

Now by using the given values 0?1 X_2 andx_3 and the computed values of

the partial regression cdefents by, , b, b,, 5 b5, by, ;and b, , the regression
equations to be fitted are as follows—

i) Regression equation of xon x, and x; :

(Xl_X1)= b12.3(X2_ X 2)+ b13_£x 3 X l
or,x,— 6.8 =0.31(x—7) + 0.06 (x - 74)
or,x, = 6.8 + 0.31 x— 2.17 + 0.06 x— 4.4

X, = 0.31 % + 0.06 X + 0.19

ii) Regression equation of xon x, and x; :

(Xz_xz): b21.3(X1_ X1)+ bzs.{x 3 X l
or, X, — 7 = 0.23(x — 6.8) + 0.04(x— 74)
or,x,= 7 + 0.23 x — 1.564 + 0.04 x— 2.96
X, = 0.23% + 0.04x + 2.476
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lii) Regression equation of xon x, and x,

(X3 _X3) = b31.2(X1_ X 1)+ b 32.1()( i X )
or,X; — 74 = 4.36(x— 6.8) + 4.04 (x—7)
or, X5 = 74 + 4.36% — 29.65 + 4.042(— 28.28

Xg = 436’& + 4.04)& + 16.07

When, x = 4 and %= 8,

X

4.4.2

(4.36x4) + (4.04x8) + 16.07
17.44 + 32.32 + 16.07
65.83

3

Problems associated with Multiple Regession and their
remedies

There are various problems associated with multiple regression andlysis.
major ones are as follows:

(i)

(ii)

(iii)

Sandard error: While estimating regression ciefents the standard deviation
of the estimates is considered as standard.érhar standard error can be
reduced by increasing the size of sample.

Multicolliearity : If there is a high degree of correlation between the
independent variables used in the multiple regression equation, then
multicolliearity occursAs a result, the &ct of each of the independent
variables cannot be precisely ascertained by using the multiple regression
analysis.This problem can be tackled by removing the highly correlated
independent variables from the regression equation. It can also be solved by
increasing the size of sample because increase in the sample size reduces the
extent of relationship between the highly correlated independent variables.

Autocorr elation : When there is a relationship between the value of a variable
in the current period and the values of that variable in the past periods,
autocorrelation or serial correlation arises. If autocorrelation is present in the
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time series data, then the least squares estimates are considefietennef

in regression equations. For the purpose of reducing autocorrelation necessary
steps can be taken. First, if first-order autocorrelation exists, the ffesedite

of the time series data is to be taken and then the values of the parameters
are to be estimated. Secondlye generalized least squares method is to be
used to the estimates.

(iv) Heteroscedasticity :If the assumption of constant variance of the random
error term in multiple regression model violates, the problem of
heteroscedasticity arises. Generatlpccurs when the equation is not properly
specified and coétient estimates vary widelyhis problem can be reduced
by making diferent transformations of the variables, such as log transformation,
square root transformation, cube root transformation, negative reciprocal
transformation etc.

(v) Non-normality of residuals :If the incorrect assumption about residuals
distribution is made or the constant variance assumption violates, the problem
of non-normality of residuals occufBhis problem can be removed applying
the generalized linear model. It can also be reduced by making transformation
of the dependent variable which restricts the violation of normality assumption
of the residuals.

4.5 Summary

At the time of analyzing the relationship between three or more variables, two
issues, such as correlation and regression are addressed. Partial correlation measures
the degree of relationship between two variables after eliminating the influence of the
other variable(s) on the above mentioned two variables. Multiple correlation studies
the degree of relationship between one of the variables (considered as dependent
variable) and the joint influence of the rest two or more variables (considered as
independent variables). Partial correlation iceht varies between +1 and —1 whereas
multiple correlation coditient ranges between +1 and 0. Multiple regression analysis
technique is used in order to analyse the joifgcefof the independent variables on
the dependent variabl€here are various problems associated with multiple regression
analysis.The major ones are the problems of (artlard errqr(ii) Multicolliearity,

(i) Autocorrelation, (iv) Heteroscedasticitfv) Non-normality of residuals etc.
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4.6 Self-Assessment Questions

Long Answer Type Questions :
1. Define partial correlation and multiple correlation. Distinguish between them.

2. In a study of a random sample of 400 students, the following results are
obtained

X, =178, X, =90, X, =6
r,=07, r;=08  r,;=0093
Find: a) E2.3’ b) r13_2a C) r23.1’ d) R]_.231 e) R2,13’ f) R3.12'

Also interpret the results.

3. Using the same data as given in Question No. 2, you are required to find all
the three regression equatioA$so estimate the value of,xvhen x = 88
and x = 82.

4. Given : (i)

x, =120, X, =152, X, =66

o, = 5.8, o, = 8.2, 05 = 4.56
r,=-0.75 r1,=-088, r,;=0.91

Ascertain: () f,5 (0) n3, (C) gy (d) R 55 (€) Ry () Ryypp
Also interpret the results.

(i) Estimate the value of xwhen x = 148 and x = 52.
5. Examine the validity of the following cdéfients :
r,=-0.46, r,;=-0.83, r,;=-0.63

6. Discuss the major problems associated with the multiple regression analysis.
Mention the ways by which these problems can be reduced / removed.
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Short Answer Type Questions :

1.
2.

3.
4.

Distinguish between partial correlation and multiple correlation.

Distinguish between partial correlation dogént and partial regression
coeficient.

Write a short note on partial correlation damént.

Write a short note on multiple correlation domént.

Objective Type Questions :

1.

© N o Ok~ WD

What is partial correlation?

What is multiple correlation?

What does partial regression dogént indicate?
If r,;, =-0.83, then what does it reflect?

If r,;, = 0.02, then what does it indicate?

If R, ,; = 0.57, then what does it measure?
If R%, ;= 0.81, then what does it imply?

If b23_1 = -2.81, then what does it indicate?
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5.8.3 Yule's Coeficient of Association
5.8.4 Yule's Coeficient of Colligation

5.8.5 Relation between Codicient of Association and Codfcient of
Colligation

5.9 Summary

5.10 Self-Assessment Questions

5.0 Objectives

Literary, an attribute means a quality or characteri§ttee theory of attributes
deals with qualitative characteristics which cannot be measured in terms of quantity
The study of attributes, therefore, requires special statistical treatment which is
completely diferent from that of the study of variablédter studying the present
unit, you will be able to understand the concept of association of attributes and
explain the diferent methods used in ascertaining the nature of association as well as
measuring the degree of the same.

5.1 Introduction

When data are collected on the basis of attribute or attributes, we have statistics
commonly termed as statistics of attributes. It is not necessary that the objects may
possess only one attribute. In such a situation, your interest may remain in knowing
whether the attributes are associated with each other or not. Mgreowenay also
be interested in measuring the intensity of association between them.

5.2 Classification of Universe on the Basis of Qualitative
Characteristics

In the analysis of statistics relating to attributes the universe (population) is
classified on the basis of some qualitative characteristics (phenomena). For example,
total number of persons in a town or city (i.e. universe or population) may be classified
on the basis of qualitative characteristics as 'skilled' and ‘unskilled' or ‘intelligent’ and
'not intelligent’ and so o.he same 'population’ (‘'universe’) may be classified with
reference to only one qualitative characteristic as stated above or with reference to
a combination of two or more qualitative characteristics, e.g. on the basis of 'skill' and
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'intelligence’ as 'skilled’, 'unskilled', 'intelligent’, 'not intelligent’, 'skilled and intelligent’,
'skilled but not intelligent’, 'unskilled but intelligent’ and 'unskilled as well as not
intelligent'.

5.3 Purpose of Classification of Universe

The classification of a universe or population on the basis of two or more qualitative
characteristics (attributes) is usually made for the purpose of studying whether the
attributes are associated with each other or not. It requires a special type of statistical
analysis which is popularly known as 'AnalysisAtiributes’.

5.4 Notations Used

For the sake of simplicity and convenience in the analysis of attributes, it is
necessary to use certain notations to represefareiit classes of attributes and
their corresponding class frequencies. Usu&lyman capital letters, B, C, D etc.
are used to denote classes representing the presence of attributes (i.e. classes
representing 'positive attributes') and Greek lettefalpha), (beta),y (gamma),
d (delta) etc. are used to denote classes representing absence of these attributes.
(i.e. classes representing 'negative attributes') respectiMalg if 'A' represents
the attribute 'presence of skill' (the positive attribut@)will denote the attribute
‘absence of skill' (the negative attribute). Similatye generally use the above
mentioned notations to denote two opposite attributes or classes as mentioned
below :

Positive Attribute (Class) Negative Attribute (Class)
Presence of skill =A Absence of skill = o
Presence of intelligence = B Absence of intelligence 3

Presence of playing ability = C ~ Absence of playing ability =y
Presence of criminality = D Absence of criminality
5.4.1 Mannerof Using Notations for Combination of Attributes

The combinations of attributes are denoted by grouping together the letters
concerned. For example, 'AB' is the combination of the attribhiteasd B which
represents the simultaneous possession of skill and intelligéhas, if only two
attributes 'skill' and 'intelligence' are taken into consideration in the, shaty by
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using the above mentioned notations or symbols their combinations may be denoted
in the following manner :

I) Presence of both skill and intelligenceAB
i) Presence of skill but absence of intelligenca&f=
i) Absence of skill but presence of intelligence:B
iv) Absence of both skill and intelligenceof

Similarly ABC, APy, affC etc. represent the simultaneous possession of three
attributes andBCD, ABC) etc. denote the simultaneous possession of four attributes.

5.4.2 Manner of Using Notations for Class Frequencies

Different attributes in themselves are called classes and the number of observations
assigned to them are known as class frequentiesclass frequencies are denoted
by bracketing the class notations. For example, (A) represents the frequergies of
(AB) represents the number of objects possessing both the attribwed B,
(ABC) indicates the number of objects possessing all the three attriuBeand
C etc.

5.4.3Types of Class Fequencies

Class frequencies can be classified into three categories :

i) An attribute or a combination of two or more attributes of positive nature is
termed as positive clas§he frequencies of positive classes are known as
positive frequencies. For example, the class frequencies of the type (A),
(AB), (ABC) etc. are positive frequencies.

ii) An attribute or a combination of two or more attributes of negative nature
is termed as negative cla3$ie frequencies of negative classes are known as
negative frequencies. For example, the class frequencies of theofype (
(ap), (oBy) etc. are negative frequencies.

i) The class which contains both positive and negative attributes is termed as
contrary classThe frequencies of contrary classes are known as contrary
frequencies. For example, the class frequencies of the type (ABC),

(apC) are called the contrary frequencies.
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5.4.4 Number of Classes

The total number of classes can be ascertained by using the following formula
Total number of classes £ 3
where n represents the number of attributes studied together
[Here, the total frequency represented by N is taken as a class.]

Therefore, if only one attribute representedfis studied, the total number of
classes will be 3or 3. The classes a, o and N.Again if two attributesA and B
are studied togethethe total number of classes will bé @ 9. They are NA, B,

o, B, AB, AB, aB andof. Similarly, if three attributes are studied togethbe total
number of classes will be* ®r 27.

5.4.5 Order of Classes

The term 'order of classes' may be defined as the number of attributes represented
at a time in various classes in which the universe is divided. In other words, the order
of classes depends upon the number of attributes under Shedyniverse, without
any specification, of attributes, is the class of zero odlarlass containing one
attribute is called the class of the first ord®milarly, a class containing two
attributes is called the class of the second order and skihas, a class represented
by n attributes is the class of the nth order

The order of classes and class frequencies can be presented in the following way:

Order Classes Class frequencies

0 Universe N

1st A B, o, B (A), (B), (@), (B)

2nd AB, AB, aB, af (AB), (AB), (@B), (ap)

Note: Here, it has been assumed thand B are the two positive attributes and
o and are the two negative attributes.

5.4.6 Relation between Class Eqguencies ofVarious Orders

All the class frequencies of various orders are not independent of each other and
any class frequencies can always be expressed in terms of class frequencies of higher
order If the universe is divided on the basis of an attriBytdere will be two classes
A (representing presence of the attribute) arfcepresenting absence of the attribute)



108 NSOUa PGCO-VII

and the corresponding class frequencies of the first order will be (A))oand (
Thus,
N = (A)+ (o)
[Class frequencies of the zero order = class frequencies of the first order].

Again, if one more attribute B is taken into account, each of the class frequencies
of the first order as shown above will be divided into two class frequencies of the
second order as shown below:

(A) = (AB) + (AB)
(o) = (@B) + (@f)
[Class frequencies of the first order = class frequencies of the second order].
Similarly, (B) = (AB) + (aB)
(B) = (AB) + (o)
5.4.7Two by Two ContingencyTable or Nine-Square Table

For the purpose of obtaining the nature of the relationship between various class
frequencies, in case of two attributes studied togeshble with two rows and two
columns is preparedhis is known as 'two by two contingency table'. In addition to
the two rows and two columns, one row and one column are included in the table
to show the ultimate classelkhus, this table forms nine squares and accordiiigly
is also termed as 'nine-square table'.

Let us now prepare a nine-square table for better understanding.

A o Total
B (AB) | (aB) | (B)
p (AB) | (@B) | (B)
Total | (A) (o) N

Here, A = presence of attribut& (positive class),

o = absence of attributé (negative class),
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B = presence of attribute B (positive class) and
B = absence of attribute B (negative class)

Again (AB) = class frequency of 2nd order representing the number of objects
possessing both the attribudeand B,

(aB) = class frequency of 2nd order representing the number of objects
possessing the attribute B but not the attritAite

(AB) = class frequency of 2nd order representing the number of objects
possessing the attribufe but not the attribute B, and

(xp) = class frequency of 2nd order representing the number of objects
not possessing both the attribufesand B.

Similarly, (A) = class frequency of 1st order representing the number of objects
possessing the attribufe

(o) = class frequency of 1st order representing the number of objects
not possessing the attribute

(B) = class frequency of 1st order representing the number of objects
possessing the attribute B and

(B) = class frequency of 1st order representing the number of objects
not possessing the attribute B.

From the above nine-square table, the following relationships can be obtained:
(A) = (AB) + (AB)
(o) = (@B) + (@f)
(B) = (AB) + (aB)
(B) = (AB) + (o)
N =(A) + (@) = (B) + ) = (AB) + (AB) + (@B) + (af)

If some of the class frequencies are given, then you can find out the frequencies
of the remaining classes using the relationships mentioned above.

Let us take an illustration for better understanding.
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lllustration 5.1
From the following data, find out the missing frequencies:
(AB) = 900, (A) = 2700, N = 9000, (B) = 5400
Solution:
Putting the given values in the nine-square table, we get

A o
B (AB) = 900 (aB)* = 4500 (B) = 5400
B (AB)* = 1800 (ap)* = 1800 (B) = 3600
(A) = 2700 (0)* = 6300 N = 9000

[Here * implies the missing frequencies to be found out]

Now, the frequencies of the classes to be found outceB® (AB), (af), (o)
and @).

) (B) = (AB) + (@B)

o, (0B) = (B) — (AB) = 5400 — 900 = 4500
i) (A) = (AB) + (AB)

or, (AB) = (A) — (AB) = 2700 — 900 = 1800

i) N = (A) + ()
or, (@) = N — (A) = 9000 — 2700 = 6300
iv) N = (B) + ()

or, (8) = N — (B) = 9000 — 5400 = 3600
V) (o) = (@B) + (@p)

or, (o) = (@) — (@B) = 6300 — 4500 = 1800

5.5 Consistency of Data

Consistency of a set of class frequencies may be defined as the property that none
of them is negative; otherwise, the data for class frequencies are said to be inconsistent.
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lllustration 5.2
From the following two cases find out whether the data are consistent or not—
Case | :(A) = 100, (B) = 150, (AB) = 60, N = 500
Case Il : (A) = 220, (B) = 640, (AB) = 260, N = 800

Solution:

Case | : By putting the class frequencies in the nine-square table we get the
missing frequencies .

A o
B (AB) = 60 (aB)* =90 | (B) = 150
B (AB)* = 40 (ap)* = 310 | (B)* = 350
(A) = 100 (0)* =400 | N =500

[Here * implies the missing frequencies to be found out]
) (AB) = (A) — (AB) = 100 — 60 = 40

i) (B) =N - (B) =500 - 150 = 350

i)y (af) = (B) — (AB) = 350 — 40 = 310

iv) (aB) = (B) — (AB) = 150 — 60 = 90

V) (@) = N = (A) = 500 — 100 = 400

Since all the class frequencies are positive, we conclude that the given data are
consistent.

Case Il : By putting the class frequencies in the nine-square table we get the
missing frequencies.

A o
(AB) = 260 (aB)* = 380 (B) = 640
(AB)* = - 40 (ap)* = 200 (B)* = 160
(A) = 220 (o)* = 580 N = 800

[Here * implies the missing frequencies to be found out]
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i) (AB) = (A) — (AB) = 220 — 260 = —40
i) (@) =N — (A) = 800 — 220 = 580
iii) (8) = N — (B) = 800 — 640 = 160
iv) (@B) = (B) — (AB) = 640 — 260 = 380
v) (oB) = (@) — (@B) = 580 — 380 = 200

The above table shows that the value @)(& (—) 40 which is incorrect because
no class frequencies can never be negaiilerefore, the given data are inconsistent.

5.6 Independence oRAttributes

Two attributesA and B are said to be independent if the presence of one attribute
is not influenced by the presence or absence of the other attribute. For example, if
criminality and ability to play cricket are independent, the proportion of the cricketers
among criminals and non-criminals must be same.

5.7 Association of Attributes

Two attributesA and B are said to be associated only if the presence of one
attribute depends on the presence or absence of the other attribute.

5.7.1 PositiveAssociation

Two attributesA and B are said to be positively associated if the presence of one
attribute is associated with that of the other and the absence of one attribute is
associated with that of the oth8uch association is, generaflyund between illiteracy
and criminality between educational attainment and employment etc.

5.7.2 NegativeAssociation

Two attributesA and B are said to be negatively associated if the presence of one
attribute is associated with the absence of the .oGenerally such association is
found between vaccination and attack of small-pox, between literacy and poverty etc.

5.7.3 CompleteAssociation

Two attributesA and B are in complete associatiorAitannot occur without B
though B may occur withodt and vice versa. In other wordsand B are in complete
association if either al\'s are B's i.e., (AB) = (A) or all B's afgs i.e., (AB) = (B).
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5.7.4 Complete Disassociation

Two attributesA and B are in complete disassociation if eitheAlsoare B's i.e.,
(AB) = 0 or no a's aref's i.e., (p) = O.

5.8 Methods of 8udying Association

The following methods are generallyused in order to examine whether two
attributes are associated or not :

I) Comparison of observed and expected frequencies method
ii) Proportion method
iii) Yule's codiicient of association

iv) Yule's codicient of colligation
5.8.1 Comparison of Observed and Expected Equencies Method

Under this method, the actual number of observations are compared with the
expected ones. Expectation is the product of the probability of happening an event
and the number of observations. If two attribudeand B are studied in a universe
N and the class frequencies of these attributes are (A) and (B), then the expectation
of (A) and (B) combined is equal to the product of the joint probabili#x ahd B
and the total number of observations N.

B A)(B
Symbolically the expectation of (AB) _(N) (N) N:%

Similarly, the expectation ofo3) = _(“)N(B),

the expectation off3jA= (A)F)

N

(a)(B)
N

A and B are positively associated if (AB) ;M If (AB) < %

the expectation ofB) =

then the two attribute& and B are negatively assomatédand B are independent

if (AB) = —(A)I\EB) .
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By applying this method the nature of association between any two attributes can
only be ascertained.

lllustration 5.3

From the following three cases find out whether the attribAtesd B are
independent, positively associated or negatively associated:

Case | : (A) = 100, (B) = 150, (AB) = 105, N = 250
Case Il : (A) = 120, (AB) = 950 = 150, (:B) = 130
Case Il : (AB) = 250, ¢B) = 150, (&) = 50, @) = 30

Solution:

(A)XB) _ 100x150 _

Case | : Here N 550

and (AB) = 105 (given)

Since, (AB) >%, thusA and B are positively associated.

Case Il :
A o
B | (AB) =95 (aB) = 130| (B)
o | (AB) (o) (B)
(A) =120 | (o) =150 | N

N = (A) + (@) = 120 + 150 = 270
(B) = (AB) + (@B) = 95 + 130 = 225

(A)(B)  120x 225 _ 100
N 270

Since, (AB) < (A)N(B) , thusA and B are negatively associated.
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Case Il :

A o

(AB) = 250 | (aB) = 150| (B)
B | (AB) =50 | (ap) =30 | (B)
(A) (o) N
(A) = (AB) + (AP) = 250 + 50 = 300
(B) = (AB) + (@B) = 250 + 150 = 400

N = (AB) + (AB) + (@B) + (o) = 250 + 50 + 150 + 30 = 480

(A)(B) _ 300x 400
N 480

250

Since, (AB) = (A)N(B) , thusA and B are independent.

5.8.2 Poportion Method

Under this method, the proportions of the concerned attributes are compared. If
(AB)  (AB) y . . . L
(B) > ——= thenA and B are positively associatddhere is a negative association

(B)
betweenA and B when@< @ If (AB) _ (A)
B 6 (B) ()

independent. In this way the nature of association between any two attributes can be
determined.

, then A and B are

By applying this method the nature of association between any two attributes can
only be ascertained.

lllustration 5.4

Find whetherA and B are independent, positively associated or negatively
associated, in each of the following cases by using proportion method:

Case | : (A) = 47, (B) = 62, (AB) = 32, N = 100
Case Il : (A) = 490, (AB) = 2940f = 570, (xB) = 380
Case Il : (AB) = 192, ¢B) = 576, (A3) = 36, @) = 108
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Solution:
Case | :
A o
B (AB) =32 | (aB) | (B) =62
§ (AB) (aB) | (B)
(A) = 47 (o) N = 100
(AB) = (A) — (AB) = 47 — 32 = 15
(B) =N —(B) = 100 — 62 = 38
(AB) _ 0
A = 47 = 0.68089 or 68.09%
LA 15 _ .
and ®) " 38 0.3947 or 39.47%
Slnce( B) (AB) , A and B are positively associated.
(A) ®)
Case Il :
A o
B (AB) = 294 | (uB) = 380 | (B)
(AB) (ap) B)
(A) =490 | () =570 |N
(AB) _ 294 — Ano
A = 290 = 0.6 = 60%
(aB) 380

5 = o5~ = 0.6667 = 66.67%
(o)

570

NSOUa PGCO-VII



PGCO-VII dNSOU 117

Since@ < (oB) , A and B are negatively associated.
(A) (o)
Case Il :
A o

B | (AB) = 192 (aB) = 576/ (B)
B | (AB) =36 | (af) =108 (B)

(A) (ar) N
(A) = (AB) + (AB) = 192 + 36 = 228
() = (@B) + (@f) = 576 +108 = 684
(AB) 192 _
A) = 2pp = 08421
(@B) 576

and @ - @ = 0.8421

Since (AB) _ (aB)

A (o)

5.8.3Yule's Coeficient of Association

, A and B are independent.

Yule's codicient of association is the most popular method of studying association
between two attributes. It measures the nature of association between two attributes
as well as the degree of association between tiela's codiicient of association is
usually denoted by the Roman capital letter Q.

(AB)(apB)—(AB)(aB)
(AB)(ap)+ (AB)(aB)
The value of Q varies between +1 and -1 i.ex,Q > —1. If the attributes are

completely associated with each other (perfect positive association), the value of Q
will be +1 and if they are completely dissociated (perfect negative association), the
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value of Q will be —1. If the attributes are completely independent of each thiner
value of Q will be zero.

lllustration 5.5

Investigate the association between darkness of eye-colour in mother and daughter
from the following data usinyule's codficient of association:

Mothers with dark eyes and daughters with dark eyes: 100

Mothers with dark eyes and daughters with not dark eyes: 158
Mothers with not dark eyes and daughters with dark eyes: 178
Mothers with not dark eyes and daughters with not dark eyes: 1564
Solution:

Let A represent mothers with dark eyes and let B represent daughters with dark
eyes.Theno andf will denote mothers with not dark eyes and daughters with not
dark eyes respectively

A o
B 100 178 100+178
(AB) (aB) = 278 (B)
o 158 1564 158+1564
(AB) (o) = 1722 @)
100+158 178+1564 278+1722
=258 (A) | =1742 @) = 2000 N

Yule's codiicient of association (Q) Eﬁg;égg;;gﬁg;gzg

(100x 1564) (15& 17€
(100x 1564} (15& 17€

156400- 2812
156400+ 2812-

12827¢
184524

= 0.695 (approx)
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Thus, there is a moderately high degree of positive association between the eye
colours of mothers and daughters.
lllustration 5.6

In a population of 500 students, the number of married students is 200. Out of
150 students who failed, 60 belonged to the married group. Usie{s codicient

of association, find out the extent of association between marriage and failure.
Solution:

Let A represent married students and let B represent students who Téiéed.
oo will denote unmarried students afidwill denote students who passed.

A o
B 60 150 — 60 150
(AB) = 90 @B) (B)

B | 200-60 | 300 - 90 500 - 150
= 140 (A3) | = 210 @P) | = 350 @)
200 500 — 200
(A) =300 ¢) | 500 N

Yule's codiicient of association (Q) :EQE;EZE;;&E;EZE;

(60x 210)- (140« 90
(60x 210)+ (140« 90

12600- 1260
12600+ 1260 = ©

Thus, there is no association betwéeand B. Hence, marriage and failure are
independent.
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Illustration 5.7

300 students appeared in a test for admission to MBA Programme and 90 of them
were successful. 69 students received special coaching and out of them 36 students
were successful. Usingule's codicient of association estimate the utility of special
coaching.

Solution:

Let A represent those who were successful, let B represent those who received
special coachinglhus,a will denote unsuccessful students ghdill denote those
who did not receive special coaching.

A o
B (AB) = 36 (aB) (B) = 69
=69 — 36 = 33
o (AB) (af) = 231 - 54 (B)
=90 - 36 =54 =177 =300 - 69 = 231
(A) = 90 () = 300 - 90 = 210 N = 300

(AB)(0p)— (AB)(aB)
(AB)(ap)+(AB)(aB)

Yule's codicient of association (Q) =

(36x 177) (54 33
(36x 177)+ (54 33

6372— 1782 4590

= 6372+ 1782 = 8154 ~ 0-°6 (approx)

Thus, there is a moderate degree of positive association beiwaehB. Hence
the special coaching was quitdeetive for getting success in the admission test.
lllustration 5.8

The following table gives some information relating to three towna/est
Bengal:
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Siliguri Durgapur Chinsurah
Total number (in '000) 2440 1840 2300
Literates (in '000) 400 470 330
Literate Criminals (in '000 3 2 2
llliterate Criminals (in '000 40 20 24

Compare the degree of association between criminality and illiteracy in each of
the three towns.

Solution:

Let A and B represent the number of illiterates and that of criminals respectively
Theno andp will denote the number of literates and that of non-criminals respectively

Siliguri DurgapurChinsurah

Siliauri Duraapur Chinsurah
A a A a A a
40+3 20+2 24+ 2
B 40 3 43 B 20 2 - o0 B 24 2 ~26
2040- 4003 2440~ 1370- | 1818- 1840- 1970- 2274- | 2300-
B 40 =397 43 = B| 20= 1350 22 B| 24= 1946 26=
=2000 2397 1350 | =468 | =1818 1946 | =328 | 2274
2440- 1840- 2300-
400 = 400 2440 470 = 470 1840 330 = 330 2300
2040 1370 1970

Yule's codiicient of association (Q) =E22;EZE;;EQE;EZE;

o (40x 397)- (200 3 15880- 600C 9880
Siliguri : Q. = = = ——=— =045
s (40x 3971 (200 3 =~ 15800+ 600C ~ 21880

(20x 468)- (135 2  9360- 270C 6660
Durgapur = Q = 50 468)r (1356« 2 ~ 9360+ 270C. 12060 ~ 0°°

| (24x 328)- (1946 2  7872- 389: 3980
Chinsurah © Q= 24 328y (1946 2 = 7872+ 389 ~ 11764 ~ 04

In all the three towns a positive association between criminality and illiteracy is
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observedThis positive association is the highest in @apur and it is followed by
Siliguri and Chinsurah respectively

5.8.4Yule's Coeficient of Colligation

It is another measure suggested by Pyafle for ascertaining the degree of
association between two attributes. It is knowrYalg's codficient of colligation. It
has the same properties as possessedfulg/s codicient of associationYule's
coeficient of colligation is usually denoted by

1-JK (AB)(uB)

Y = 1+ JK where K = (AB)(aB)

5.8.5 Relation Between Codicient of Association and Codicient of
Colligation

The relation between Q andis that Q = 112

Let us now examine the validity of this relation.

1-JK
1+JK

,_(1-VKY
o e[

or, 1+Y? :u+1
(1+

@—JRf+@zJRf
(1+VK)

or, 1+Y?=
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1- 2JK+ K+1+ 2J/K+ K

o, 1+Y?= k
(1+ JK )
or, 1+Y?%= 2+—2K2
(1+ JK )
Or’ 1+ Y2 = 2(1;"()2
(1+ JK )
1-JK
v 2l1evK
or 14 Y2 = 20+ K) [Putting the values of and (1+Y)]

(1+ \/E)z
2y a-vK)_(1+VK)

o1y (1+ \/R) 8 (1+K)

2y (1—\/R)(1+\/R)

or, _
1+Y? 1+K

2Y 1-K

on 1+Y2 1+ K

L (AB)eB)
2y " (AB)(ep)

1+Y2 | (AP)(aB)
" (AB) (o)

or, [Putting the value of K]




124 NSOUa PGCO-VII

(AB)(aB) - (AB)(aB)

o 2Y _ (AB)(op)
" 1+Y?2  (AB)(aB)+(AB)(0B)
(AB)(ap)
or  _2Y _(AB)(aB)-(AB)(B) _
" 1+Y? (AB)(aB)+(AB)(B)
Q= (Proved)

1+ Y?

[llustration 5.9

Using the same data as given in Example 5.7 compuke's codicient of
colligation.

Solution:

1-JK

Yule's codficient of colligation (Y) = VK

here K _(AB)(@B)  54x33 1782
Where B = (AB)(op) ~ 36x177 6372

= 0.279661

v - 1-4/0.279661 _ 1-0.5288298:  0.4711701¢ _ 0
1470279667 1+0.5288298:  1.5288298:

308

5.9 Summary

A universe or population is classified on the basis of two or more qualitative
characteristics (attributes) for the purpose of studying whether the attributes are
associated with each other or nbhis leads to analysis of association of attributes.
Two attributes are said to be independent if the presence of one attribute does not
cause the presence or absence of the.dfhibe presence of one attribute is associated
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with that of the other the association is positive association. On the other hand, if the
presence of one attribute is associated with the absence of thalaHero attributes

are said to be negatively associat&@tie nature of association is determined by
applying various method$he more important of these are - comparison of observed
and expected frequencies method, proportion methdd's codicient of association,
Yule's coedficient of colligation etc. Howevethe degree of association is measured
by any one of the last twdule's codicient of association is the most popular and
widely used measur&he value ofYule's codicient of association (Q) always lies
between -1 and +1 i.e. Q< 1. If Q = +1, the two attributes are said to be
completely associated and if Q = —1, they are said to be completely dissotieted.
relation betweeiYule's codicient of association (Q) and cdiefent of colligation (Y)

is that Q =11 y2

5.10 Self-Assessment Questions

Long Answer Type Questions

1) a) What are the various methods of finding whether two attributes are associated,
dissociated or independent?

b) Distinguish between cogfient of correlation and cokéient of association.
2) Define Yule's cosdiicient of association (Q) and cdiefent of colligation (Y).
Establish the following relation between Q and

2Y
1+ Y?

Q:

What is the range of values for Q?
3) Prepare a nine-square table from the following information:
N = 250, ¢) = 186 , (B) = 60, (AB) = 6.
Also computeYule's codiicient of association and interpret the result.
4) The following data relate to the darkness of eye colour in fathers and sons:

Fathers with dark eyes and sons with dark eyes 150
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5)

6)

7
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Fathers with dark eyes and sons with not dark eyes 237
Fathers with not dark eyes and sons with dark eyes 267
Fathers with not dark eyes and sons with not dark eyes 2346

i) State whether the darkness of eye colour in fathers and that in sons are
independent, positively associated or negatively associated by using

a) Comparison of observed and expected frequencies method and
b) Proportion method.
ii) Also determine the degree of association between the two attributes by using
a) Yule's codficient of association and
b) Yule's codficient of colligation.

Arrange the following data in nine-square table and find the unknown class
frequencies—

Intelligent fathers with intelligent sons= 250

Dull fathers with intelligent sons =75
Intelligent fathers with dull sons =40
Dull fathers with dull sons =500

Ascertain whether there is any relationdbgtween intelligent father and that of sons.

Find whetheA and B are independent, positively associated or negatively associated
in the following cases—

) N = 1000, (A) = 470, (B) = 620, (AB) = 320
i) (A) = 490, (AB) = 294, ¢) = 570, (B) = 380
iii) (AB) = 256, @B) = 768, (/) = 48, @P) = 144

From the data given belowind out if the attributed and B are independent or
positively associated or negatively associated—

) N =80, (A) = 60, (B) = 53, (AB) = 35
i) (A) = 480, (AB) = 294, ¢) = 580, (:B) = 380
iii) (AB) = 256, @B) = 768, (AB) = 48, @P) = 144
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8) Following information are supplied:

City X City Y City Z
No. of literates 40,000 47,000 33,000
Literate criminals 300 200 200
llliterate criminals 4,000 2,000 2,400
Total no. of persons 244,000 184,000 230,000

Compare the degree of association between criminality and illiteracy in each
of the three cities. Can any definite conclusion be drawn from thisaeef?

9) Can vaccination be regarded as a preventive measure of small-pox from the
data given below—

i) of 2000 persons in locality exposed to small-pox, 450 in all were attacked,
i) of 2000 persons 365 had been vaccinated and of these only 50 were attacked.

10) From the data given belpwompare the association between literacy and
employment in rural and urban area—

Urban Area | Rural Area
Total no. of adult male 23 lakhs 200 lakhs
Literate male 10 lakhs 40 lakhs
Employed male 5 lakhs 12 lakhs
Literate and employed male 3 lakhs 4 lakhs

11) Find coeficient of association and cdafient of colligation between
unemployment and educational attainment for the following result of an

urban area:

Employed Unemployed
llliterate or below matric 6,000 400
Matric and above 500 100

12) In an examination at which 500 candidates appeared, boys outhnumbered girls
by 14% of all candidates. Number of passed candidates exceeded the number
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of failed candidates by 300. Boys failing in examination numbered 80. Construct
the nine-square table and calculate thefenent of association between boys
and success in the examination.

Short Answer Type Questions:

1)

2)

3)

4)

5)

6)

7

8)

Explain the following terms: i) Order of a class, ii) Positive class frequencies,
iii) Negative class frequencies, iv) Relationship between class frequencies of
various orders, v) Consistency of given data.

Given that (A) = 10, (AB) = 85, (B) = 160 and N = 200; find the other
frequencies.

Given the following frequencies, find the frequencies of the rest of the classes
and the value of N—

(A) = 300, (:B) = 40, @f) = 35, (B) = 200

State, with reasons, whether in each of the following cases the data are
consistent or not—

Case | : There is only one attributé which is being studied in respect of
a universeThe class frequency (A) has been shown less than zero.

Case Il : There is only one attributes B which is being studied in respect of
a universeThe class frequency (B) has been shown greater than N.

Case lll : There are two attributess and B which are being studies together in
respect of a univers&he class frequency (AB) has been shown less than zero.

From the following data, examine whether the data are consistent or not :
(A) = 600, (B) = 900, (AB) = 360, N = 3000.

Examine whether the following data are consistent or not:

(A) = 70, (B) = 105, (AB) = 98, N = 350.

What is meant by association of two attributes? Distinguish between association
and correlation as the terms are usedtatiSics.

When are two attributes said to bex) positively associated,
b) negatively associated and

c) independent?
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9) Explain the terms ‘complete association' and ‘complete dissociation'.
Objective Type Questions

1) What is independence of attributes?

2) What is association of attributes?

3) What is positive association of attributes?

4) What is negative association of attributes?

5) What does the term 'complete association' imply?

6) What do you mean by the term ‘complete dissociation'?

7) What isYule's codicient of association?

8) What isYule's cosdicient of colligation?



Unit 6 O Test of Hypothesis

Structur e

6.0
6.1

6.2

6.3

6.4

6.5
6.6
6.7

6.8
6.9

Objectives

Intr oduction

6.1.1 Some Definitions

Test of Hypothesis Concerning Mean of Single Population

6.2.1Test of Hypothesis Concerning Specified Mears(being known)
6.2.2 Test of Hypothesis Concerning Specified Mearns(being unknown)
Tests of Hypothesis Concerning Means ofwo Populations

6.3.1 Test of Hypothesis Concerning Equality offwo Means ¢, and o,
being known)

6.3.2 Test of Hypothesis Concerning Equality offwo Means ¢, and o,
unknown but o, = 6,)

6.3.3 Test of Hypothesis Concerning Equality offwo Means 6, and o,
unknown for a bivariate population)

Test of Hypothesis forProportion

6.4.1Test of Hypothesis forSpecified Population Poportion

6.4.2 Test of Hypothesis Concerning Equality of Roportions

Test of Hypothesis Concerning Population tdndard Deviation

Test of Hypothesis Concerning the Equality of t&ndard Deviations
Frequency Chi-squae (Pearsoniany?2)

6.7.1Test for Goodness of Fit

6.7.2Test for Independence ofAttributes

Summary

Self-Assessment Questions

6.0 Objectives

After studying the present unit, you will be able to (i) understand how to develop Null

and Alternative hypothesis; (i) illustrate the knowledgeTgpe-I andType-II errors;
(i) explain the critical region, confidence interval afettént level of significance (iv)

130
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identify the appropriate test-statistic for testing of hypothesis frareiift samples (small
and lage); (v) test hypothesis about population mean whenknown and unknown.

6.1 Introduction

A test of statistical hypothesis is a statistical procedure which, when the sample
values have been obtained, leads to a decision to accept or to reject the hypothesis
under consideration. In many cases, we are to make decisions about populations on
the basis of sample data. Some information as to the feature of the population or the
hypothetical values of the parameters may be available and on the basis of certain
rules or criteria we may decide whether the hypothesis is acceptable or not in the light
of the sample data collected from the populatidms is the problem of hypothesis
testing or test of signficanc&he theory of hypothesis testing begins with a basic
assumption about the parameter of the populafitiis assumption is termed as
hypothesis made on the basis of the sample observalioasalidity of a hypothesis
will be tested by analysing the sampldée procedure which enables us to decide
whether a certain hypothesis is true or not, is called test of hypothesis.

6.1.1 Some Definitions

Satistical hypothesis

A statistical hypothesis is an assertion about the probability distribution of random
variables which is verified on the basis of a sample.

Null hypothesis and alternative hypothesis

The null hypothesis is that which is tested for possible rejection under the
assumption that it is true. It is denoted by Fhis hypothesis asserts that there is no
difference between population and sample in the matter under consideration.

Any hypothesis which contradicts the null hypothesis is called an alternative
hypothesis. It is denoted by, H

For example [ : u = u, against alternativesa) H,: u >y,
o, b) H;:u<u,
o, € H;:w#u,
Test Satistic

Any statistic is a function of sample observatiorest statistic is a statistic whose
computed value determines the final decisions regarding acceptance or rejection of
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the null hypothesisThe appropriate test statistic is to be chosen very carefully and
knowledge of its sampling distribution under null hypothesis is essential in framing
decision rules. If the value of the test statistic falls in the critical region, the null
hypothesis is rejected.

Level of significance

This is the probability level, under the null hypothesis, which is employed in
defining the critical region. It is generally denoted by the symbahd is usually
taken to be 0.05 or 0.01.

Critical r egion and acceptanceagion

The set of values of the test statistic which leads to the rejection of the null
hypothesis is known as critical region or rejection region of the test. On .the other
hand, the values that lead to the acceptance of the null hypothesis are said to form
the acceptance region. Here, we are to test the validity, afgeiinst that of H ,at
a certain level of significance. In a normal distribution the area under the normal curve
outside the ordinates at mean + 1.96 (s.d.) is only 5%, the probability that the
observed value of the statistic fdifs from the expected value of 1.96 times the
standard error or more is 0.05, and the probability ofgetadiference will be still
smaller

and then if £ | > 1.96, we reject the null hypothesis.

Therefore | Z £ 1.96 constitutes the critical region of the test. It is denoted by
w, Thus | Z |< 1.96 constitutes the acceptance region of the test and it is denoted
by w.

Type | and Type Il error

Probability of type | error is defined as the probability of rejecting the null
hypothesis when it is tru@he critical region is so determined that the probability of
type | error does not exceed the level of significance of the test.

Probability of Type | error = P(xe w | H,)

Probability of type Il error is defined as the probability of accepting the null
hypothesis when it is really false.

Probability of type Il error = P(e w | H) = 1 — P(xe w / H,).
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Power of a test

The power of a test is defined as the probability of rejecting the null hypothesis
when it is false. On the other hand, power of a test is defined as

Power = 1 - Probability of type Il error
= P0ew | H)
Two-tailed and one-tailed test

The specification of a critical region for a test depends upon the nature of the
alternative hypothesis and the valuexofFor example, H: u # p,, this implies that
u, may be less or greater than Thus, the critical region is to be specified on "both
tails of the curve with each part corresponding to half of the valaeftest having
critical region at both the tails of the probability curve is termed as a two tailed test.

Furthey if H, : u >, oru <, the critical region is to be specified only at one
-tail of the probability curve and the corresponding test is termed as a one-tailed test.

), /4 \N \/ AN
Za

%

Critical region for two-tailed test. Critical region for one-tailed (right tail) test

Vs /74
~-Z,

Critical region for one-tailed (left tail) test
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6.2 Tests of Hypothesis Concerning Mean of Single
Population

These tests can be divided into two broad categories depending upon whether

the population standard deviation, is known or not.
6.2.1Test of Hypothesis Concerning Specified Mears (being known)

This test is applicable when the random samplexX,......... , X, is drawn from
a normal population with meanand standard deviatian We can consider the test
in the folowing steps :

Sep I. (Hypothesis Formulation)

We set up the null hypothesis and alternative hypothesis on the basis of the given
problem.That is.

Hy : u =y, (specified) against alternatives a) H,: u > u,
or, b) H,:u<u,
or, ¢) H;:u#u,
Sep Il. (Test Fatistic)
To test the above null hypothesis, we consider the appropriate test statistic

X-p, “nX-p)
Z= 9 - 9 ~N(0,1) under the null hypothesis.
o/dn S (0,1) yp

Sep lll. (Computation)

(say).

_Vn(X-p)
cal 6
Sep IV. (Conclusion)

(@) Reject the null hypothesis H u = u, against the alternative,Hu > u,
ato level of significance if £, > Z .

b)  Reject the null hypothesis,H u = u, against the alternative,Hu <y,
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at o level of significance if £, < -Z, and

c) Reject the null hypothesis H u = u, against the alternative Hu # u,
at o level of significance ifZ-, | > Z,,

Here Z, denotes the upperpoint of a standard normal distributichhat is, P(Z
>Z,) =a, where Z is a standard normal variate.

Example 1.The mean breaking strength of cables supplied by a manufacturer is
1800 with a standard deviation 100. By a new technique in the manufacturing process,
it is claimed that the breaking strengths of the cables have increased. In order to test
the claim, a sample of 50 cables is tested. It is found that the mean breaking strength
is 1850. Can we support the claim at 0.01 level of significance?

Solution: Let us assume that there is no significant change in mean breaking
strength of 1800.

Null Hypothesis H : u = 1800.

AgainstAlternating H, : ¢ >1800

Now, given thatg =100,n = 50,X = 185L.

The test statistic is7— X‘ﬂoz\/ﬁ()_(‘ﬂo) N(0,1)under the null hypothesis.
o o

7

_In(X-p,)_+/50 (1856 1800), .,

7 =
cal - 100

Since, Z,, (=3.54) Z,,, € 2.33, so the null hypothesis is rejected at 1% level
of significance. Hence, the claim of breaking strengths increased is accepted.

Example 2.Construct 95% confidence interval for mean of a normal population.

Solution : Let X, X,...X be a random sample of size n from a normal population
with meanu and standard deviatiom.

We know that sampling distribution &f is normal with meam and standard
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error T Therefore,Z =
n o/n

From the tables of areas under the standard normal curve, we can write

will be a standard normal variate.

X —
P[-1.96< Z < 1.96] = 0.95 orp[—l-%ﬁ oy }:] < 1-9%= 0.95...(

X-u
o/+/n

The inequality—1.96< can be written as

1962 < X—p or LEX+1.96-~ .
n

7 T e )

X —
Similarly, from the inequalityﬁﬁl-96 we can write

Combining (2) and (3), we get

X -1.96= <p < X+1.962
n n

I In

Thus, we can write equation (1) as

P(R—l.gais W< X+ 1.961) = 0.9t
n n

I In

This gives us 95% confidence interval for the parametdihe lower limit ofu
is X —1.96% and the upper limit i +1.96%- The probability ofx lying between
n n

these limits is 0.95 and, therefore, this interval is also termed as 95% confidence
interval foru.
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In a similar way we can construct a 99% confidence intervalfaas

P(X— 2582 << X+ 2.583): 0.9¢
n n

I T

Thus, the 99% confidence limits farare X 12582

Jn

Remark : Wheno is unknown and n < 30, we use t value instead of 1.96 or 2.58
and use s in place @

6.2.2Test of Hypothesis Concerning Specified Meatw(being unknown)

This test is applicable when the random sampleXX,..., X is drawn from a
normal population with meam and standard deviatiom. We can consider the test
in the following steps :

Sep I. (Hypothesis Formulation)

The null hypothesis and the alternative hypothesis on the basis of the given
problem are as follows :

H, : u = u, (specified) against alternatives a) H, : u > u,
or, b) Hy tu <y,
or, C) H tu#p,
Sep Il. (Test Satistic)
To test the above null hypothesis, we consider the appropriate test statistic

X-p, Vn(X-p) o
t= 7 = S ~ t — distribution with (n—1) degrees of freedom under
Jn

| (X, -X)*
null hypothesis, where s '—1
n_
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Sep lll. (Computation)

Let the value of this statistic calculated from sample be denoted as

\/ﬁ(x_“o)

ten= — (say).

Sep IV. (Conclusion)

(a) Reject the null hypothesis H u = u, against the alternative H u > ) at
o level of significance if ¢, > t, | ..

(b) Reject the null hypothesis H u = u, against the alternative H u < ) at
o level of significanxce if ¢, < -t _; and

(c) Reject the null hypothesis H u = u, against the alternative,H u # p, at
o level of significance if Jt,[ > t,, ., ;

Here {, ,_, denotes the upper-point of t-distribution with n-1 degrees of
freedom.That is,

Pt >t ) =o.

Note : When s is not known, we use its estimate computed from the given
sample. Here, the nature of the sampling distributiodwbuld depend upon sample
size n.There are the following two possibilities :

(i) If the parent population is normal and<n30 (popularly known as small
sample case), use t - te3he unbiased estimate of in this case is given by

2(Xi_)z)z
n-1

(i) If n > 30 (lage sample case), use the standard normal Thst.unbiased

\2
X =X

M, since the dference
n_

between n and n—1 is negligible fordarvalues of n. Note that the parent population

may or may not be normal in this case.

estimate of s in this case can be takensa

Example 3.A sample of 450 items is taken from a population whose standard
deviation is 20The mean of the sample is J@st whether the sample has come from
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a population with mean 28lIso calculate the 95% confidence limits for the population
mean.

Solution: Let us consider the hypothesis as follows:

Null HypothesisH, : x=29
AgainstAlternating H, : z==29

Now, given thatn=450, = 20, X= 3(.

X—pty_NN(X-p1,)
o o

/n

The test statistic iZ= ~N(0,1) under the null hypothesis.

Zea :\/ﬁ (X=tt0) = 4502(30 29):1.06

Since, Z, (=1.06k Z,,. €1.96, so the null hypothesis is accepted at 5% level
of significance. Hence, the sample has come from the population with mean 29.

2nd Part:

Again, 95% confidence limits for the population mean are

= o
X+1.96—
Jn
20
= 30+ 1.96<——
450

= 30+1.85 = 28.15and 31.85.

Example 4.A random sample of 10 boys had the following 1.Q.'s :

70, 120, 10, 101, 88, 83, 95, 98, 107, 100. Do these data support the assumption
of a population mean 1.Q. of 100? Find a reasonable range in which most of the mean
I.Q. values of samples of 10 boys lie.
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Solution: Let us consider the Null hypothesis, that "The data are consistent with
the assumption of a mean 1.Q. of 100 in the population”.

That is, Null HypothesisH,: x=100
AgainstAlternating H, : #==100

\/EO_(_,UO) ~
S

The test statistic ist= o

Where sample mean and variance are to be computed from the sample values of

1.Q.'s.

X X—X (X-X)
70 -27.2 739.84
120 22.8 519.84
110 12.8 163.84
101 3.8 14.44
88 -9.2 84.64
83 -14.2 201.64
95 -2.2 4.84
08 0.8 0.64
107 9.8 96.04
100 2.8 7.84
D> X =972 1833.60

1833.60

972 = 203.7

Hence, n=10, X="-"=97.2, &=
10

_V10(97.2 100) 5 6>
J203.73

And from the tablet, (d.f=9)=2.262

i

[t| (=0.62) <ty o5 € 2.262
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The null hypothesis is accepted at 5% level of significance and hence concluded
that the data are consistent with the assumption of mean 1.Q of 100 in the population.

Example 5.The heights of 10 males of a normal population are found to be 70,
67, 62, 67, 61,68, 70, 64, 65, 66 inches. Is it reasonable to believe that the average
height is greater than 64 incheB&st at 5% significance level assuming that for 9

degrees of freedonP(t>1.83)= 0.0t.
Solution:
Null HypothesisH, : y=64
AgainstAlternative H, : x>64

In(X-p) _,
S

The test statistic ist= (n-1)

From P(t>1.83) 0.0, the critical region is the intervgl.83cc . To calculate
the value of the test statistic, we consider the following table:

X, y, = (x—64) y?
70 6 36
67 3 9
62 -2 4
67 3 9
61 -3 9
68 4 16
70 6 36
64 0 0
65 1 1
66 2 4
> x=660 | Yy=20 | Y y?=124

Thereforej:z X :Z X +64= 20: 64 6¢
n n 10
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124 ( 20)
and sample varianc8’==— 2 Y-(V*="= (—) =12.4- 4 8.2
10 {10
Therefore, 2= N sz—g’ 8. 4234
n-1 9 9
Hence, - V10 (66-64) 6/10 9 10,
J_/ /21 V21

Since, t.,,=2.0%1.83t,,.. So, the null hypothesis is rejected at 5% level of

significance. Hence, it is reasonable to believe that the average height is greater than
64 inches.

6.3 Test of Hypothesis Concerning Means dfwo Populations

These tests can be divided into several categories depending upon wheifer
c,, the population standard deviations are known or Tio¢. populations may be
dependent or independent.

6.3.1Test of Hypothesis Concerning Equality offwo Means 6,
and o, being known)

This test is applicable when two random samples of sizes n, drawn from
two independent normal populations with unknown megnandu, and standard
deviationsc,andc,. We can consider the test in the following steps :

Sep I. (Hypothesis Formulation)

We set up the null hypothesis and the alternative hypothesis on the basis of the
above problemThat is,

Hy : w, = u, against alternatives a)H u >,
or, b) H tu, <wu,
or, C) H ' #u,
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Sep Il. (Test Satistic)

To test the above null hypothesis, we consider the appropriate test statistic

()_(1_)?2) —(0,-1) _ (Xl‘il

\/72 > \/*72 — N (0,1) under the null hypothesis.
o © o) o)
1,72 1, 2
n n, n n,

Sep lll. (Computation)

Let the value of this statistic calculated from the sample be denoted as

_ 1
ZCal - 2 2 (Say) .
1

Sep IV. (Conclusion)

(@) Reject the null hypothesis H w, = u, against the alternative,H u, > u,
ato level of significance if £, > Z .

(b) Reject the null hypothesis H w, = u, against the alternative,H u, <,
at o level of significance if £, < —Z, and

(c) Reject the null hypothesis H u, = u, against the alternative,H u, # u,
at a level of significance if |Z| > Z ..

Here Z denotes the upper-point of a standard normal distributicrhat is,
P(Z > Z) = a, where Z is a standard normal variate.

6.3.2Test of Hypothesis Concerning Equality offwo Means ¢, and
o, unknown but 6, = c,)

This test is applicable when two random samples of sizes n, drawn from
two independent normal populations with unknown megapsu, and standard
deviationsc, andc,. The population standard deviations are assumed to be equal.

Sep I. (Hypothesis Formulation)

We set up the null hypothesis and alternative hypothesis on the basis of the above
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problem.That is,
H, : u, = u, against alternatives  a) H, : u, > u,
or, b) H tw, <wu,
o, C)H =W,
Sep Il. (Test Fatistic)

To test the above null hypothesis, we consider the appropriate test statistic

tz(xl_xz)_(uz_“z) _ )Zl_iz

\/1 1 \/1 1
S [—+— S|—+—
nl n2 nl n2

the pooled estimate af, denoted by s, is defined as

~tnl+n2—2 under the null hypothesis, where

s_\/z(x1i _21)2+2(X 2 _)Zz)z _ nS+nS
- 2

nl+n2—2 n+n-—

B \/(n1—1)52,1+( n,— ;‘ %
- n+n,- 2 '
Sep lll. (Computation)
Let the value of this statistic calculated from the sample be denoted as

Sep IV. (Conclusion)

(a) Reject the null hypothesis H u, = u, against the alternative H u, > u,

at o level of significance if &, > 1, o ., _ 2



PGCO-VII dNSOU 145

(b) Reject the null hypothesis H u, = p.2 against the alternative,H u, <u,

at o level of significance if g, < -t,. ., ,, _, and

(c) Reject the null hypothesis H u, = u, against the alternative,H u, # u,

at o level of significance if {,| > t5., . 1, - 2

Here &:(nl enp—2) denotes the upper-point of a t-distribution with (n+ n,
— 2) degrees of freedonihat is, P(t >&;(n1 e 2)) = oL

Note : If we consider two random samples of sizesonn, drawn from two
independent normal populations with unknown megns., and standard deviations
6,, 0, respectivelythen

} o?
Xl—X ~N Ho—Hy, .
2

NN

3|C|

n "
Case | :If o, ando, are known, we use the standard normal test.
(@) To test H : w, = u, against H : u, # u, (two-tailed test) the test statistic is
_ KX )

X))

\/gz 02 \/ﬁ"‘N(O,l) under |6|.
1, 2 1, 2
nl n2 nl n2

This value is compared with 1.96 (2.58) for 5% (1%) level of significance.

(b) To test H : u, = u, against H : w, > u, (one-tailed test), the test statistic
. ()_(1_%2) .
is Z=ﬁ~ N (0,1) under | and the critical value of 5% (1%) level of
1

_2
n,

o)

Q

L4
nl

significance is 1.645 (2.33).

(c) To test H : u, =u, against H : u, <u, (one-tailed test), the test statistic
Z., is same as in (b) above, howevtre critical value for 5% (or 1%) level of
significance is — 1.645 (or —2.33).
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Case Il : If 6, andc, are not known, their esimates based on samples are used.
This category of tests can be further divided into two sub-groups.

Small sample tests (when eitherar n, or both are less than or equal to 30).
For this test i : u, = u,, we use t-testThe respective estimates of andc,, are
given by

This test is more restrictive because it is based on the assumption that the two
samples are drawn from independent normal populations with equal standard deviations.
l.e. 6,= 0, = ¢ (say).The pooled estimate af, denoted by s, is defined as

E(Xli _Xl)z +2(X 2i _)(2)2

n1+n2—2

S=

nS+ns _\/(nl—l)§1+( n-3 $

n + n2—2 n+n,— 2

(a) To test H : u, = u, against H : u, # u, (two-tailed), the test statistic is

X -X X X X X nn

t:( 12 2):( 11 21):(><1 2)>< L2 which follows the t-

S n+n

i+é S\/+ 1 2
nl nz nl n2

distribution with (n + n,— 2) d.f.

(b) To test H : u, = w, against H : u, > u, (one-tailed test), the test statistic
1 2 1 1 2

IS t: (Xl_xz)x nlnz .
S n1+ n2
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(c) To test H : u, = u, against H : u, < u, (one-tailed test), the test statistic,
i.e. t is same as in (bJhis value is compared with the negative t value.

2. Lage Sample test (when each qfand n is greater than 30)

In this case sand s are estimated by their respective sample standard deviations
S, and S. The test statistic for two and one-tailed test is

1 2
.S
n n

Remark : 100 (1-)% confidence limits for ) h, are given b)P_(l—)zz)iZ

Z=———"-—%2 ~ N(0,1) and the remaining procedure is same as above.

aol2

S'Ey(l_)zz 'If the two samples are drawn from populations with same standard deviation,

i.e.o, =0, =0 (say), thens_EX . =0 /i+i for problems covered under case
1772 n n
1 2

1 1
| and S-E)»(1_>zz = S/n—+n— for problems covered under case Il. Fogéasample
1 2

tests, s can also be estimated by S as

S (X, _)21)2+2(x 2i _iz)z _ nS+ns
n+n, n+n, '

Example 6.In a random sample of size 500, the mean is found to be 20. In
another independent sample of size 400, the mean is 15. Could the samples have been

drawn from the same population with standard deviation 4? (GiverZjz&.58 at
1% level of significance )
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Solution:
Here X,=20,n=50C; X,=15,n,=400 ando= 4.

Null HypothesisH,, : u,=u, againstH, : u,>= u,

To test the above null hypothesis the test statistic is

S X=X, 20015 o
11 1
o R
n n \500 400

L Zey (F18.6) 7, £2.58

Hence, Null hypothesis His rejected i.e., the samples have not been drawn from
the same population.

Example 7. Two samples are drawn from two normal populations with same
standard deviation. First sample is of size 100, mean 61 and s.d 4 and another sample
of size 200 is having mean 63 and s.dést at 5% level of significance about the
significance of diference between the sample means.

Solution:
Here n=100,X,=61,5= 4 n,=200,X,=63and s= €.

Null HypothesisH, : u,=u, againstH, : u, = u,
To test the above null hypothesis the test statistic is
7o X.-X, 6163

\/Sfii_ 42L62

=-3.02

n n, V100 200

o | Zew| (£8.02) Z, o5 €1.96

Hence, Null hypothesis }is rejected i.e., the two normal populations from which
the samples are drawn, may not have the same mean.
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6.3.3 Test of Hypothesis Concerning Equality offwo Means 6,
and o, unknown for a bivariate population)

Suppose we have a random sample of n pairs of observations from a bivariate
normal population with unknown meaps, u, and standard deviatiors ando.,.
The population standard deviations are not assumed to be equal. Suppose the paired
data are available (XY;),i=1, 2, 3, ......... ,n, =12 3 ...

Sep I. (Hypothesis Formulation)

We set up the null hypothesis and alternative hypothesis on the basis of the above
problem.That is, H : u, = u, against alternatives

a) H > u,
or b) H tw <u,
or C) H :u #u,
Sep Il. (Test Satistic)

Let U = X, -, difference in the values of X antifor the i-th pairi = 1, 2,
3, ... , N.To test the above null hypothesis we consider the appropriate test statistic

t:S— which follows the t-distribution with (n—1) degrees of freedom under the

—\2
_ z(u. - U)
null hypothesis, whergU = '—1
n_

Sep Ill. (Computation)

nuU
Let the value of this statistic calculated from the sample be denoteg asg
U

(say).

Sep IV. (Conclusion)

(a) Reject the null hypothesis H u, = u, against the alternative,H u, > u,

at o level of significance if ¢, >t ;.
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(b) Reject the null hypothesis H u, = u, against the alternative,H n, <,
at o level of significance if t, < -t _, and

(c) Reject the null hypothesis H u, = u, against the alternative H u, u, at
o level of significance if {t,| > t,,, |, ;

Here {._, denotes the uppex-point of a t-distribution with n—1 degrees of
freedom.That is, P(t >4 ) =0t

Note : The above test is known as Paired t-test which may be viewdddens
t-test with n — 1 degrees of freedom.

6.4 Test of Hypothesis forProportion

6.4.1 Test of Hypothesis forSpecified Population Poportion
Sep I. (Hypothesis Formulation)

We set up the null hypothesis and alternative hypothesis on the basis of the given
problem.That is, the null hypothesis to be tested is

H, : m = m, against alternativea) H, : © > m,
or, b) H ' <m,
o, C)H :m#m,
Sem Il. (Test Satistic)
To test the above null hypothesis we consider the appropriate test statistic
p-=,

m, (1—11:

Z=

n
)=(p—ﬁ0) m~N(O'1) under the null hypothesis for
0 0 0

n
sufficiently large n.

Sep lll. (Computation)

Let the value of this statistic calculated from sample be denoted as

_ 0
Zea= \/W (say).
n
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Sep IV. (Conclusion)

(a) Reject the null hypothesis H n = m, against the alternative,H n > 1, at
a level of significance if £, > Z,.

(b) Reject the null hypothesis H n = m, against the alternative,H n < mr, at
a level of significance if £, < - Z, and

(c) Reject the null hypothesis H © = m, against the alternative,H  # 7, at
a level of significance if £, | > Z,,.

Here Z, denotes the upper-point of the standard normal distributiorhat is,
P(Z>Z) = o, where Z is a standard normal variate.

Remark : The 100 (1e)% confidence limits for p ar@iZa/ZS.E.(p)

Example 8 : A certain controlled process produces 15 percent defective items.
A supplier of a basic raw material claims that the use of his material would reduce
the fraction of defective. On making a production trial run with the new material, it
was found that from an output of 400 units 52 were defedfifoelld you accept the
suppliets claim?

Solution. Let X be the random variable denoting the number of defectives in a
sample of size e assume that X follows the binomial distribution with parameters
n andm.

Here we have to test the null hypothesis
H, : © = 0.15 against the alternative, Hr < 0.15.
p = X/n=52/400 = 0.13

—Tt
7 - p-m, _ 013-015_ .,
\/no (L-m,) \/0.15>< 0.85
o 400
Z = _1.645.

0.05

l.e. at 5% level of significance the supplier's claim that the new material will
reduce the fraction of defective is rejected at 5% level of significance.
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Example 9 : A random sample of 100 items taken from geabatch of articles
contains 5% defective items, (a) Set up 96% confidence limit for the proportion of
defective items in a batch, (b) If the batch contains 2, 697 items, set up the 95%
confidence limits for the proportion of defective items.

Solution : Here n = 100.
p = proportion of defectives in the sample = 5/100 = 0.05

(a) Here estimate of S.E. of p is given by

SE(p)= \/ p(lr: P)_ \/ O'ﬁo'g‘r’: 0.0217& 0.02

From the table of the normal distributiog Z= 2.05.

Hence 96% confide nee limits for the population proportion of defectives are :
p+Z,,,S.E.(p) = 0.05 £ 2.05 x 0.022 = (0.005, 0.095)

(b) If N = 2669, then 95% confidence limits for p are given by

/(N—n)pq
P £ Z, 0,5 SE(p) = p £ 1.96 % —N(n—l) :
pq (N-n) / pg (N-n). . %
— —_— b
{ 0 ON-1 is biased but -1 N IS unblase

(2669- 100) 0.05 0.9
2669 99

=0.050t 1.96<\/

= 0.050 = 1.96 x 0.0215 = 0.050 = 0.042
= (0.008, 0.092)

6.4.2 Test of Hypothesis Concerning Equality of Roportions
Setp I. (Hypothesis Formulation)

We set up the null hypothesis and alternative hypothesis on the basis of the given
problem.That is, the null hypothesis to be tested is
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H, : m; = m, against the alternatives a) H :m, >m,
or, b) H ‘@ <m,
o, C) H ‘m#m,
Sep Il. (Test Satistic)

To test the above null hypothesis we consider the appropriate test statistic

(b,-P,)

Jn(l_n)(:+:
1 2

hypothesis for stitiently large n and n under the assumption thaf =, = m,
wherern is known. Often population proportionis unknown and it is estimated on
the basis of sample3he pooled estimate af, denoted by p, is given by p =

7=

_ _ n1n2 ~
j(p1 pz)\/n(l—n)(n1+ m) N(0,1) under the null

n1p1+ n2 p2
n +n,
e nn
Thus, the test statistic becomgs= (p - p.) 12
L2 p@A-p)(n+n,)

Setp Ill. (Computation)

Let the value of this statistic calculated from the sample be denoted as

nn

— (0 — 2
Zea =Py pz)\/p(l_ p)l(q_l_ n) (say)

Sep IV. (Conclusion)

(a) Reject the null hypothesis H n, = 7, against the alternative,H nt, > 7,
ato level of significance if £, > Z,.

(b) Reject the null hypothesis H m;, = m, against the alternative H n, < m,
ato level of significance if £, < — Z, and
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(c) Reject the null hypothesis H m, = m, against the alternative Hn, # 7,
ato level of significance if | Z, | > Z,.

Here Z, denotes the upper - point of standard normal distributiofhat is. P(Z
> Z ) = o where Z is a standard normal variate.

Remark : The 100 (1e)% confidence limits for,- 7, are (g - p,) * Z"‘/z SE
(Sl N

Example 10.A survey of television audiance in a big city revealed that a particular
programme was liked by 50 out of 200 males and 80 out of 250 ferfakisthe

hypothesis that whether there is a reafedénce of opinion about the programme
between males and females.

Solution : Let ; andm, be the proportion of males and females who liked the
particular television garammeThe null hypothesis to be tested is

H, : m, = m, against alternative H: , # ..

To test the above null hypothesis we condsider the appropriate test statistic

(P, ~P,)

Jn(l_n)(:+;
1 2

hypothesis for layje n and n under the assumption that = n, = © wheren is
known. Often population proportianis unknown and it is estimated on the basis of
samples.

nn
=(p - 12 ~N(0,) under the null
j (P, pz\/n(l—n)(n1+ n) (©)

' s Ai NP+ NP,
The pooled estimate of denoted by p is given by p =
1 2

np,+np, 50+80 13
n+n, 200+ 250 4t

Here p=
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80 B 50
So. 7 = 250 200  _ 0.32- 0.25: 0.958
Cal 1 1 0.04305
PAl oAt A
250 200

Since the computed value of Z (0.958) is less than the tabulated value of Z (1.96)
at 5% level of isgnificance, so the null hypothesis is acceptet.is, there is no real
difference of opinion about the programme between males and females.

Example 11: Obtain the 95% confidence limits for the proportion of success in
a binomial population.

Solution : Let the parametetr denote the proportion of successes in population.
Further p denote the proportion of successes ir50) trials. We know that the
sampling distribution of p will be approimately normal with mean p and standard error

n(l-m)
-
Sincen is not known, therefore, its estimator p is used in the estimation of

1—
standard error of p, i.e. S.E.(p) Ll - p)_

Thus, the 95% confidence interval for p is given by

p(p— 1.9Q/p(1T_p)SnS br 1.9@@)} 0.9!

1-
This gives the 95% confidence limits as¢1.9 D(Tp)

Example 12 :In a newspaper article of 1600 words in Hindi, 64% of the words
hold good, estimate the confidence limits for the proportion of Sanskrit words in the
writer's vocabulary

Solution : Lett be the proportion of Sanskrit words in the writer's vocabulary
Corresponding proportion in the sample is given as p = 0.64
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. SE.(p) [0.64x 0.36 0.48 0.012
T 1600 40 '

We known that almost whole of the distribution lies betweghrits. Therefore,
the confidence interval is given by

Plp — 3S.E.(pK © < p + 3S.E. (p)] = 0.9973

Thus, the 99% confidence limits are 0.609 (=0.64 — 2.58 x 0.012) and 0.671
(=0.64 + 2.58 x 0.012) respectively

Hence, the proportion of Sanskrit words in the writer's vocabulary are between
60.9% and 67.1%.

6.5 Test of Hypothesis Concerning Population t&ndard
Deviation

Sep I. (Hypothesis Formulation)

We set up the null hypothesis and altermative hypothesis on the basis of the given
problem.Thatis, the null hpothesis to be tested is

H,: 0 = 0, against the alternatives a) H, : ¢ > ¢,
o, b)H :o0<o,
o, <C)H :0#0,
Sep Il. (Test Fatistic)
To test the above null hypothesis we consider the appropriate test statistic

o ZX X7 e

5 2 follows ay? - variate with (n — 1) degrees of freedom

o, 0
under the null hypothesis.
Setp Ill. (Computation)

Let the value of this statistic calculated from the sample be denoted as

, (X, -X)? g
Xea = o7 = o? (say).
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Sep IV. (Conclusion)

(c) Reject the null hypothesisH 6 = 6, against the alternative,H ¢ > ¢ at

o level of significance if%ialI > Xi;(H)-
(d) Reject the null hypothesisH ¢ = 6, against the alternative,H ¢ < ¢, at

T ieny 2 2
a level of significance ifXcy <Xy o @and

(e) Reject the null hypothesisH 6 = 6, against the alternative;H ¢ # ¢, at

L cons 2 2
> 2 2
o level of significance ifX, Xﬁ-(n_r O Xew> Xy
2' 4 7,([']—1)

Here xi;(n_l)denotes the upex - point of ay? - variate with (n — 1) degrees of

fredom. That is, P(X2 > Xi;(n_l)) =o
Note : It can be shown that for lge sample (n > 30), the sampling distribution

o
of S is approximatelity normal with meam and standard errorE. Thus

—aN2
Z:(SO(;—n ~ N(0,1) for suiiciently large value of n.

Alternatively using Fisher's approximation, we can say that when n > 30 the

statistic \/2y? follows a normal distribution with meagn—1 and standard error

unity. Thus z:./2x2_1/2n_1 can be taken as a standard normal variate for
sufficiently large values of n.

Example 13.The life time of certain batteries are supposed to have the variance
5000 hrs.Test at 5% level of significance the hypothesis thdt5000 hrs against

the alternating hypothesijg?.5000, if 30 of these batteries had an unbiased estimate
of sample variance 7500 hrs.

[ P(x°>42.77) 0.05for 2% f |
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Solution:

Null HypothesisH, : ¢?=5000-c2

AgainstAlternating H,: 6°>5000:=¢2

Sample size n = 30 and varianée=s7500.

Zzz(n—l)sz _2%7500 ,,

o2 5000

752 (=43-5)>/1’20.05,29 & 42.557

Therefore, Null hypothesis Hs rejected.
Hence, we cannot say that 3$5000.

6.6 Test of Hypothesis Concerning the Equality of tandard
Deviations

Sep I. (Hypothesis Formulation)

We set up the null hypothesis and the alternative hypothesis on the basis of the
given problemThat is, the null hypothesis to be tested is

H, : 0, = 0, against alternative H: o, > 0,.
Sep Il. (Test Satistic)

To test the above null hypothesis we consider the appropriate test statistic

2 2
s /o &
F= 512 /Gé which would becomel and under Hit follows the F — distribution with
22 3

v, (= n —1)andy (= n, - 1) degrees of freedom.
Setp Ill. (Computation)

Let the value of this statistic calculated from the sample be denoted as

SZ

—_1
I:Cal - 2 (Say).
2
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Setp IV. (Conclusion)

Reject the null hypothesis H o, = 0, against the alternative,H o, > 0, ata
level of significance if g, >

Here K. _1yme1)

(n, — 1) degrees of freedorithat is, P(F > 1), ()= @

0( ;(n=1), -1y
denotes the upper - point of an F - variate with (n- 1) and

Remarks:

1. W ite o2 1 ¥ \2 n1 2 1 2 (lei)z
. e can ereslzn__z(xli_xl) = §° = yx2-_— U

2
andg?-_1 Ry 2 1 Z_M :

2. In the variance ratic= -1 , we take, by convenion, the dgst of the two

R R,

sample variances afSF hus, this test is always a one-tailed test with critical
region at the right hand tail of the F - distribution.
62
3. The 100 (1 -a)% confidence limits for the variance raﬁc?lz— are given by
2

Pii<0_12 ii =1-q
2'F - 2 52 - '
SZ al2 2 2 —(x

6.7 Frequeny Chi-squae (Pearsoniany?)

6.7.1 Test for Goodness of Fit

The use of chi-square? test was first devised by Karl Pearson to decide
whether the observations are in good agreement with a hypothetical distribution i.e.,
whether the sample may be supposed to have come from a specified popUitegion.
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observed values (f for different classes are compared with expected valyps (f
forming the test statistic.

(f —f
=y ) ~%E

e

This is called the goodness of fit Chi-square or Pearsonian Chi-square or freghency
Chi-square distribution with k-1 degrees of freedom under the null hypothesis where
k is the number of classédle reject the null hypothesis if the observed value of the
statistic exceeds the tabulated valuegdft a particular level.

Example 14.The following data represent the number of accident happened in
different days of a week.

Day : Mon Tues Wed Thurs Fri Sat

No. of Accidents : 15 19 13 12 16 15

Test whether the accidents are uniformly distributed over the week.
Solution:

Let the null hypothesis is that the accidents occur uniformly over the week.

Total number of accidents = 90.

Thus, the expected number of accidents on any day of the AA%%KIE

fg: 15 19 13 12 16 15
fo : 15 15 15 15 15 15
1
_2 501&49}0—

The degree of freedom = 6-1=5.
Now, from 42 table Zo0s(d. f=5)=11.07,

Since the observed value gf (=2)is less the tabulated valy€ .(d. f=5)=11.07,

null hypothesis is accepted at 5% level of significance and hence concluded that the
accidents occurred uniformly over the week.
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Example 15.A survey of 320 families with 5 children each revealed the following
distribution:

No. of boys: 0 1 2 3 4 5
No. of girls: 5 4 3 2 1 0
No. of families: 14 56 110 88 40 12

Is this result consistent with the hypothesis that male and female births are equally
probable?

Solution:

1 .
Let p = P (Male birth) :§=P(Female Birth= «

Let the null hypothesis be that the male and female births are equally probable.
1 5
Let P(r) = Probability of r male birth in a family of 8°C, p' d'="G (Ej

5
Therefore, the frequency of r male birf{(r)=Nx P(r)=320x°C, (%} =10°C

(Where, N =Total number of families =320)
Thus, f(0)=10°C,=1C

f (1)=10°C,=5C

f (2)=10°C,=10C

f (3)=10°C,=10(

f (4)=10°C,=5C

f (5)=10°C,=1C(
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Observed Frequency Expected Frequency (fo— f )2 (f —f )2

e 0 e
( fO) ( fe) fe

14 10 16 1.60

56 50 36 0.72

110 100 100 1.00

88 100 144 1.44

40 50 100 2.00

12 10 4 0.40

> f,=320 S £,=320 Total:  7.16

fo—f
soyt= 2# =7.16
e

Now, the tabulated value (at 5% level of significance);@f. (d.f=5)=11.07.

Since the observed value 0§?(=7.16) is less the tabulated value
72 5(d. f=5)=11.07, null hypothesis is accepted at 5% level of significance and hence
concluded that the null hypothesis of male and female birth equally probable is accepted.

6.7.1Test for Independence ofAttributes

When observations are classified according to two attributes and arranged in a
two-way table, the display is put in terms of a contingeny table.

Two-Way Contingency Table

Attribute B Attribute A Total
ALA,
1 O Op e Q, R,
) 0,; 0y civinn Q, R,
B, Oy Oy weveeeen Q. R, -
Total C G, N
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Here it may be noted that the attribudeand B have been classified into mutually
exclusive categoriesThe value (9 represents the frequency of the observation
corresponding to the i-th row and j-th coluniime expected frequency

R C RixC
E; is given byE, :WIXWJXN: N Li=123,........ ci=12,.....m.

Here the null hypothesis H A and B are independent

against the alternative,H A and B are dependent

The test statistic under the null hypothesis for the test is

2 (O-EF
X=X x(m—l)(n—l)'

We reject the null hypothesis a% level of significance if observed
X2 > Xza,(m—l)(n—l)
Example 16 :In a recent diet surveyhe following results were obtained

in an Indian city :

No. of families Hindus | Muslims | Total
Tea takers 1236 164 1400
Non-tea takers 564 36 600

Total 1800 200 2000

Discuss whether there is any sigificantf@liénce between the two communities
in the matter of taking tea. Use 5% level of significance.

Solution : The null hypothesis that is to be tested can be written,asTHere
is no diference between the two communities in the matter of taking tea.
2000(1236¢< 36 164 564)

e direct o hawd — =15.24
Usine the direct formula, we havg’ 1400x 1800« 20& 600

The value ofy? from the table for 1 d.f. and at 5% level of significance is 3.84.
Since the calculated value is greater than the tabulated vgJieéjectedThat is,
there is a significant dérence between the two communities in the matter of taking
tea at 5% level of significance.

Example 17 :A certain drug is claimed to befedtive in curing clods. In an
expenriment on 500 persons with clods, half of them were given the Tneg.
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patients' reaction to the treatment are recorded in the following table.

Treatment Helped Reaction No efect Total
Drug 150 30 70 250
Sugar Pills 130 40 80 250
Total 280 70 150 500

On the basis of the data, can it be concluded that there is a signifi¢arardié
in the efect of the drug and sugar pills? (Giv%ﬁ)oa ,=5.99).

Solution : Let us take the null hypothesis that there is no significaférdifce
in the efect of the drug and sugar pills.

The contingency table is of size 2 x 3, the degree of freedom would be (2 — 1)
(3 — 1) = 2.The expected frequencies can be calculated in the follwoing way :

_ 280x 250

=14C and so on.
11 500

E

Contingency table for expected frequencies is as follows :

Treatment Helped Reaction No efect | Total
Drug 140 35 75 250
Sugar Pills 140 35 75 250
Total 280 70 150 500

Arranging the observed and the expected frequencies in the following table we
calculate the value of? test statistic.

Cell (i.j) Observed Expected (O — EY/E
frequency (O) | frequency (E)
1,1 150 140 0.714
2,1 130 140 0.714
1,2 30 35 0.714
2,2 40 35 0.714
1,3 70 75 0.333
1,3 80 75 0.333
Total 500 500 3.522
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BV
(O=E) =3.522.

x'=3
Since, the observegf < X%.os,z therefore, we accept the null hypothesis at

5% level and conclude that there is no significarfetghce in the é&ct of the
drug and suggar pills.

6.8 Summary

In this unit, we have presented the concepts of estimation and tests of hypotheses.
In contrast, to test of hypothesis attempts to answieat is the numerical value of
a parameter and whether there is enough evidence to support the alternative hypothesis.
We have discussed how to tests the hypotheses about population mean, standard
deviation and population proportion for a single population and also extended for
bivariate populationThe rejection or acceptance of null (alternative) hypothesis against
the alternative (null) hypothesis explained with number of examples.

6.9 Self-Assessment Questions

1. What is test of significance? Explain the procedure generally followed in testing
of hypothesis.

2. Distinguish between (a) critical region and acceptance regions, (b) null hypothesis
and alternative hypothesis, (c) one-tailed and two-tailed test, (d) type | error
and type Il errar

3. Explain clearly the procedure of testing hypoth&dso point out the assumptions
in hypothesis testing in Ige samples.

4. How does small sampling theory féif from lage sampling theory?

Explain the following terms : test statistic, level of significance, confidence level
and power of a test.

6. Give some important applications of't' test and explain how it helps in business
decision making.

7. Discuss the F-test for testing the equality of two variances.

8. What is chi-square test? Explain its important uses with the help of examples.
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10.

11.

12.
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A sample of 25 male students is found to have a mean height of 171.38cm. Can
it be reas:.ar ; :e carded as a sample from a population with a mean height of
171.17 cms and a standard deviation of 3.30 cms?

A toothpase company conducted a survey and found that it could sell only 60
tubes on an average per month per shop. Immedi#tel\company advertised
heavily in sevenl media and after 3 months again conducted a survey and f: _r
v.e saies was S3 tubes with a standard deviation of 10 tubes in a sample of 20
shops. Can it be concluded that the advertiesemerfettieé? (f ;5= 1.729,

to.01; 10 = 2.861)

In a survey at a supanarket, the following number of people were observed
purchasing dferent brands of céde :

A B C D E
74 53 81 70 82

Do these data support the hypothesis that the populationfeédmiyers prefer
each of the five brands equally?

. , 2°+19+ 9+ 2+ 10
Hint : X, = 75

A sample of 540 households was selected to study the occupational pattern of
the father and the soifthe number of households obtained has been tabulated
below Test the hypothesis that the son's occupation is independent of the father's
occupation.

=7.64

Father's occupation
Son's occupation
F B S M
Farming 24 97 62 58

Fathefs occupation Business 22 28 30 41

Services 32 10 11 20
Miscellaneous 38 25 14 28
(X%; 0.05 = 16.919.;(29; 0oL = 21.666).
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13.

14.

15.

16.

17.

An automobile manufacturing firm is bringing out a new model. In order to map
out its advertising campaign, it wants to determine whether the model will
appeal most to a particular age group or equally to all age grobpsfirm
conducted a survey and the results are summarised below :

Age group
Below 20 20-39 40-59 60 and above
Liked 146 78 48 28
Disliked 54 52 32 62

What conclusion would you draw from the above data?

s 005 = 7-815,%%0 01 = 11.341.

A man buys 15 electric bulbs of 'Philips’ make and another 10 of the 'GE' make.
He finds that the Philips bulbs give an average life of 1200 hours with S.D. of

60 hours and the GE bulbs give an average of 1242 hours with an S.D. of 80
hours. Is there a significant tifence between the two makes?

(t 530025~ 2:069, §3. 05— 2-806)

The sales data of an item in six shops before and after a special promotional
campaign are as follows :

Shops : A B C D E F
Before campaign : 53 28 31 48 50 42
After campaign : 58 29 30 55 56 45

Can the campaign be judged to besicces8 t . ;5= 2.015)

Two types of scooters manufactured in India are tested for petrol mileage. One
group consisting of 12 scooters with average mileage of 44 km/It and of standard
deviation of 2 km while the other group consisting of 10 scooters with an
average mileage of 50 km/ It and standard deviation of 1.5 km of pEesil.
whether statistically there exists a significantesténce in the petrol consumption

of two types of scooters.,ft 4 ,5= 2.086, §;.505 = 2.845)

Two laboratorie®\ and B carry out independent estimates of fat content in ice-
cream made by a firmh sample is taken from each population, halved and the
separate halves sent to the two laboratofiée fat content obtained by the



168

NSOUa PGCO-VII

laboratories is recorded below :

Batch No : 1 2 3 4 5 6 7 8 9 10
LabA : 3 5 7 3 8 6 9 3 7 8
Lab B : 9 8 8 4 7 7 9 6 6 6

18.

19.

20.

Is there a significant dérence between the mean fat content obtained by the
two laboratoriesA and B? (§ o,5 = 2.262, § 5505 = 3.250)

A company making a brand of degent and toilet soap wanted to compare the
expenses incurred on sales promotion for these two prodintsdata for the

preceding > ear were retrieved from the books of accounts of these two products
and they are reproduced below :

Expenditure in RsThousand
Months Product 1 2 3 4 5 6 7 8 9 10 11 12
Toilet soap 55 80 50 60 50 60 70 45 50 60 60 70
Detegent 50 25 70 45 60 55 45 60 55 55 45 35

Further suppose that both the products hddreftl equal amount of profitability
and turnoverThen verify whether the above sales promotion expenditure are
justifiable or not. (.5 4 = 2.20, § op5.4 = 3.10).

The following data were obtained from a test in a laboratory
Method sample size sample variance
A 10 1296
B 15 784

Test whether there is any fdifence in the variances of two methods at 5%
level.

(':9,14;0.05= 2.65, 514001~ 4.03)

A random sample of 15 observations gave an unbiased estirhatd2s63 of
the population variance?. May the sample be reasonably regarded as drawn
from a normal population with variance 8@st at 5% level of significance.

(X005 1= 23.68,%% 0114 = 29.14)
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21. A stock broker claims that he can predict with 80% accuracy whether the values
of a stock will rise or fall during the coming monts a test he predicts the
outcome of 40 stocks and is correct in 28 of the predictions. Does the evidence
support the stock broker's claim?

22. 500 units from a factory are inspected and 12 are found to be defective. Similarly
800 units from another factory are inspected and 17 are found to be defective.
Can it be concluded that production in the second factory is better than in the
first?

23. Determine the sample size for estimating the true weight of tea containers from
(i) a lage number of containers and (ii) from 1000 containers so that the
estimate should be within 10 gms of the true average wé&lghance is 40 gms
(on the basis of past record).

Hint;
E = K| = 10 o2 = 40
0272
n= E—g’Z for SRSWR
2.2
. N(G Zalz) f
NEZGZZslz or SRSWR

For proportion

1-pZ
n= % for SRSWR
P(1-p) Z:uz
for SRSWR

n=
NE?+p(l- p)Z,,



Unit 7 Q Analysis of Variance

Structur e
7.0 Objectives
7.1 Intr oduction
7.2  Assumptions inANOVA
7.3 One-Way ANOVA
7.3.1Methodology for One-Way ANOVA
7.3.20ne-Way ANOVA Table
7.3.3Hypotheses forOne-Way ANOVA and Conclusion
7.4  Two-Way ANOVA
7.4.1Methodology for Two-Way ANOVA
7.4.2Two-Way ANOVA Table
7.4.3Hypotheses forTwo-Way ANOVA and Conclusion
7.5 Summary
7.6  Self-Assessment Questions

7.0 Objectives

After studying the present unit, you will be able to (i) understand the necessity
for analyzing data from more than two samples; (ii) understand the basic models to
analysis of variance; (iii) explain the method of one-way as well as two-way analysis
of variance; and (iv) construct the table for one-way and two-way analysis of variance.

7.1 Introduction

In case of two independent normal populations, t-tasidét's distribution) or
z-test is used to compare any significanfedldnce between the means of those two
populations exists or nothis t-statistic is fails if the number of populations is more
than two. If the number of populations is more than two, F-distribution is used for
testing the equality of means of all the populations comparing the sample variances.In
this situation Analysis of variance (ANOA) technique plays an important role for
more than two populations. In other word®JOVA is a technique used to test the
null hypothesis that the means of three or more populations are equal. Using this
technique, one can draw inferences whether the samples have been drawn from

170
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populations having the same medime basic principle oANOVA is to test for
differences among the means of the populations by examining the amount of variation
within each of these samples, relative to the amount of variation between the samples.
This technique of testing null hypothédjall the population means are equal) against
alternative hypothesis means of at least two are not equal, is known as analysis of
variance (ANOY). The technique was introduced by R.A. Fisher

In this chapterwe discuss two types #iNOVA

i) One-way ANOVA: Here only one factor or variable is considered for
classification/analysighis is always right-tailed test with the rejection region
in the right-tail of the F-distribution curve.

ii) Two-way ANOVA: Here the data are classified on the basis of two factors.

7.2 Assumptions in ANOVA

The assumptions fokNOVA techniques are as follows:

1. Independent samplesThe samples drawn from the populations are randomly
selected and independent.

2. Normal populations: Samples are drawn from normally distributed
populations.

3. Equal variances: The variances of the variable under consideration are the
same for all the populations.

7.3 One-\\ay ANOVA

The data are classified/analyzed on the basis of only one factor or variable. For
instance, in an agricultural firm, the quality of same kind of crops may be classified
on the basis of diérent varieties of seeds,an the basis of ddrent varieties of
fertilizers used but not both at a time (i.e., only one factor will be consider).

7.3.1 Methodology forOne-Way ANOVA

Let there are k number of samples under consideration with sample size
n (i=1,2,....k ; and the following notations are used throughout the procedimes
n = Size of the sample i;

X; =The j" value of the sample i
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T, = Total sum of the values of sample :ﬁj X
j=1

n = Number of the values in all samples =m, + ........

k
T = Total sum of the values in all samples ' T
i=1

- T
X = Mean of sample E

Y x*= Sum of the squares of the values in all samples
The technique involves the following steps:
Step 1: Find mean of each sample, x,,-----, %
Sep 2: Find mean of the sample means (obtained in step-1) using
ra X+ g+k ..... +X%

Sep 3: Calculate the sum of squares for variance between the samples (denoted
as SSB), and mean square between samples (denoted by MSB) using

SSB = nl(Z—?)z+ @(7(2—_)()2+ ------ + rlg(_;(—_&z
k 'I'iz T2

i:ﬁ (2_7()22 nE-MX=y -———

i=1 n n

and MSB:%B ; (k=1) is the degrees of freedom (d.f.) between samples.

Sep 4: Calculate the sum of squares for variance within samples(denoted as
SSW), and mean square within samples (denoted as MSW) using

and MSW= SSW ; h—K is the degrees of freedom within samples.

n-k
Sep 5: Calculate total sum of squares (denoted by SST) using

SST =2§n;(&j ->_<)2=ZjZ X-nX=3, X"—T—nz;

i=1 j=

From the above, it is clear th88T= SSB + SSW
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And the degrees of freedom for between and within sample
= (k-1) + (n—k) = (n—1), which is equal to the degrees of freedom for total variance.
This explains the additive property of tABIOVA technique.

Sep 6: Now, the value of the test statistic F is given by the ratio MSB and MSW
Thus, the value of F statistic for &NOVA test is given by

MSB

CaI:MSW
With degrees of freedom (k-1, n—k).

Sep 7: Now, for a specific level of significance, if calculated value of
Fo,>F

ca=F.1n k. the Null hypothesis is rejected i.e., the population means are not

equal.

And if Fey<F, 10 1. the null hypothesis is accepted i.e., the population means

are equal.
7.3.2 One-Way ANOVA Table
Source of | Sum of Degree of Mean Square | F-statistic
Variation | Squares (SS) Freedom(d.f) | (MS) (Calculated)
Between (_—7()2+ (_—_X)2+ k-1 SSB
(% (% 1
— —\2
Samples | - +n, (xK— X)
Withi > > K SSW MSB
IS %) + X (6=%) +| " T -k MSW
Samples —\2
...... +Z(in_xk)
=1, 2, 3
k n _\2
Total zz<>§j—x) n-1
i=1 j=1
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7.3.3 Hypotheses foilOne-Way ANOVA and Conclusion

Null Hypothesis H, u,=u,=-=u, i.e., The means of all groups are equal.

Alternative Hypothesis H: At least two means are not equal.

Conclusion:

For the specific level of significaneg if calculated value of.,>F, ;, \ the
Null hypothesis is rejected i.e., the population means are not equal.

And if Fe,<F, 1. 4. the null hypothesis is accepted i.e., the population means
are equal.

Example 1:Four groups of students were subjected temint teaching techniques
and tested at the end of a specified period of thsea result of dropouts from the
experimental groups (due to sickness, transfr), the number of students varied
from group to group. Do the data shownTeble below present didient evidence
to indicate a dierence in mean achievement for the four teaching techniques?

(Given that for 5% level of significance with df = (3,19), the valugf (;1,73.13)

Group 1 Group 2 Group 3 Group 4
65 75 59 94
87 69 78 89
73 83 67 80
79 81 62 88
81 72 83
69 79 76

90

i) State the null and alternative hypothesis to test the mean achievement is same
for the four teaching techniques.

ii) Show the rejection region on the F-distribution o= 0.05.
i) Find SSB, SSWand SST
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iv) Find MSB and MSW
v) Find the calculated value of F-statistic.

Solution:
i)  The null hypothesiH, (u,=u = =1,
AgainstAlternative H : All the four mean achievements is not equal.
i) Here k = 4,
Sample size of the given four samples:6, n,=7, n,=6, n=4
Total sample Sizen=6+7+6+ 4= 22
Degree of freedom (d.f) for numerator s1=3

Degree of freedom (d.f) for denominator is k=23-4=19

Now given that, forg=0.05and df = (3,19), value of s (31673.13.

Therefore, the rejection region lies to the right of F=3.13 in F distribution curve.
A

Critical Region
(Reject H )

\ 4

3.13

F- Distribution Curve

i) Total of each groupl;=454,T,=549,T,= 425T= 3t



176 NSOUa PGCO-VII

4
T = Total sum of all observation= YT =1779

i=1

— T, 454
Mean of each sampl@(l=al=?:75.67,

w=12-249_75 43
n 7

Z=£=4—25=7o.83,
n, 6

74=1=£1=87.75
n, 4

Mean of the sample means

<%t x2;rx3+x4 _75.6% 78.4j 70.88 87.75,, . -

Ss&in T2 [(454F (5497 (425}, (35B] (1778
Y el e T 7 e 4 2

= 34352.67+43057.28+30104.17+30800.25-137601.78=712.59

=139511-138314.37=196.63

2
SSEY. )%—T—:139511- 137601.78 1909..
n

Hence, SSB+SSW=1909.22=SST
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iv) MS&%B:YJ'?SQ:ZB?.SE

SSW=1196.63=62.98
n-k 23-4

MSW=

v) Now, the observed value of F-statistic for testing null hypothesis

MSB:237.53:3.77
MSW 62.98

Hou=p,=p =4, is given byF_ =

At 5% level of significance with degrees of freed@kal, n-k)=(3,19), the value
of Fos, (3,19):3-13-

Since, calculated value df.,=3.772F, 5.7 3-1< at 5% level of significance

and hence the Null hypothesis is rejected and concluded that thefeierdgigvidence
to indicate a dierence in mean achievement among the four teaching procedures.

Example 2:

In a bookstall the sale of a book in a week, through three counters are recorded
as given in the table.

Counter | Day 1 | Day 2 Day 3| Day 4/ Day5 Dayg Day?7
I 9 10 8 7 11 12
Il 11 13 15 10 9 14 7
I 8 11 12 9 10 13 14

) State the null and alternative hypothesis to test the mean sale.
ii) Show the rejection region on the F-distribution §prQ.05.

iy Find SSB, SSWand SST

iv) Find MSB and MSWand also construct th&NOVA table.

v) Find the calculated value of F-statistic arebt the hypothesis that there is

no difference between the mean sales of the book through each counter at 5%
level of significance.
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Solution:

Let u,,u,,u, be the mean sale of the three counters respectively

i) The null hypothesiH, : x,=u,=u, i.e., the mean sales are equal.
Against alternative hypothesis, FHAt least two means are not equal.
i) Here k = 3,
Sample size of the given three samples:6, n,=7, n=7
Total sample sizew=6+7+7=2C
Degree of freedom (d.f) for numerator is k — 1 = 2
Degree of freedom (d.f) for denominator s k=20-3=17
Now given that, foro. = 0.05 and df = (2,17), value d%, s (,1,73-99.

Therefore, the rejection region lies to the right of F=3.59 in F distribution curve.
A

Critical Region
(Reject H,)

A 4

3.59

F- Distribution Curve

i) Total of each groupT,=57, T,=79,T=7

3
T = Total sum of all observation= >, T; =213
i=1
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— T, 57
Mean of each samplel=nl: 5 —=9.50,

XZT—§)1129

r]2
X= T z—11 00,
n 7

Mean of the sample meany = X1+ ;2“(3 9.50+11.29 1110 60

sspy LT ] 6D, 097, (777 ] (213
i=1 n n 6 I 7 I 7 J 20

= 541.50 + 891.57 + 847.00 - 2268.451 6P

— _ o 2
SS\N:Z( X &2+Z( X- 324- ...... +2( x k>)2=2 Z*ZTni_
=2375.00-2280.07=94.93

2
SSEY, )%—T—:2375.0(} 2268.45 106.!
n

Hence, SSB+SSW =106.55 = SST

V) MSB-> 226 81

MSWe SSW_94 93_5 58
n-k 17
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Source of | Sum of Squaes| Degree of Mean F-Satistic
Variation (SS) Freedom (df) | Square (MS) | (Calculated)
Between
MSB:§8:5.81
Samples SSB = 1.62 2 k-1 MSB:1 04
- MSW
Within
msw=>SWg sg
Samples SSW = 94.93 17 n-k
Total SST = 106.55 19

v) Now, the observed value of F-statistic for testing null hypothtésig,=ux,=u,

MSB_5.81

is given by ch:m_ﬁ_ .

At 5% level of significance with degrees of freed@krl, n-k)=(2,17), the value
of  Foos 21773-99.

Since, calculated value ¢%.,=1.04&F, ., at level of significance and hence
the Null hypothesis is accepted and concluded that there is no signifidargrdie
in mean sales among the three counters.

Example 3:Let u,, u,, u, be respectivelpthe means of three normal distributions
with a common but unknown variance. In order to test at 5% level of significance,
the hypothesidH, :x,=u ,= 1, against all possible alternative hypotheses, we take an

independent random sample of size 4 from each of these distributions. Determine
whether we accept or reject H the observed values from these three distributions
are respectively

X, 1 13 10 12
X, 10 6 9 9

Solution:

i)  The null hypothesisH, :u,=u,=u,
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AgainstAlternative H : At least two of x, u,, 2, are not equal.
Here k = 3,

Sample size of the given four samples:=4, n,=4, =4

Total sample sizen=4+4+4-12

Degree of freedom (d.f) for numerator is k — 1 = 2

Degree of freedom (d.f) for denominator pgs k=12-3-9

Now given that, foro. = 0.05 and df = (2,9), value df, s, 074-26.

Therefore, the rejection region lies to the right of F=4.26 in F distribution curve.

A

Critical Region
(Reject H))

Accept H,
(1-a)

1 =5
4.26

F- Distribution Curve

i) Total of each groupl,=28, T,=46, T,= 3¢

3
T = Total sum of all observatior > T; =108

i=1

— T 28

Mean of each sampl&=—=—=7,

n 4
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Mean of the sample meanX = X ?H% =7+11'ZO’ 8'50:9

ssey o T" [(28), (467, (34| (108]
it n 4 ' 4 4 12

= 196 + 529 +289 -972 = 42

= 1038 - 1014 = 24

2
SSEY #-1 1038972 6
n

Hence, SSB+SSW= 66 =SST

Source off Sum of Squaes Degree |Mean Square (MS) F-statistic
Variation (SS) of (Calculated)
Freedom
(d.f)
Between 3 T? T2
SSBY ——— B 42
Samples % n n k—1=2 MSBC%:E:H
=42
ithin : :
SSWY %>
Samples 2 X2 n | n—k=9 Mswziwz%:z,m
n-k 9
=24
Total . T2
SSTE -—
b2 n-1=11
= 66
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At 5% level of significance with degrees of freed¢knl, n-k)=(2,9), the tabulated

value of Fj g5 (5,074-26.

Since, calculated value df.,=7.8%F, ,=4-2€at 5% level of significance
and hence the Null hypothesis is rejected.

Example 4:With the ongoing engy crisis, researchers for the major oil companies
are attempting to finélternative sources of oil. It is known that some types of shale
contain small amounts of dhat feasibly (if not economically) could be extracted. Four
methods have been developed datracting oil from shale, and the government has
decided that some experimentation shoulditvee to determine whether the methods
differ significantly in the average amount of oil that eaah extract from the shale.
Method 4 is known to be the most expensive method to implesrgshtnethod 1 is
the least expensive, so inferences about tHerelifces in performance of these
methods are of particular interest. Sixteen bits of shale (of the same size) were randomly
subjected to the four methods, with the results shown in the accompanying table (the
units arein liters per cubic meterpll inferences are to be made with= 0.05.

Method 1 Method 2 Method 3 Method 4
3 2 5 5
2 2 2 2
1 4 5 4
2 4 1 5

Assuming that the 16 experimental units were as alike as possible, implement the
appropriateANOVA to determine whether there is any significantedénce among
the mean amounts extracted by the four methods.olUs8.05.

Solution:
i)  The null hypothesiH, (u,=p = =1,

AgainstAlternative H : At least two of u, u,, 14,1, are not equal.
ii) Here k = 4,

Sample size of the given four samples:=4, n,=4, n=4,n=4



184 NSOUa PGCO-VII

Total sample Sizen=4+4+ 4+ 4 1€
Degree of freedom (d.f) for numerator is k — 1 = 3

Degree of freedom (d.f) for denominator a4s k=16-4=12

Now given that, foro. = 0.05 and df = (3,12), value d%, s (31,73-49.

Therefore, the rejection region lies to the right of F= 3.49 in F distribution curve.
A

Critical Region
Accept H, (Reject H,)

(1-a)

1 —=
3.49

F- Distribution Curve

(iii) Total of each groupl,=8, T,=12, T,=13T,= 1¢

4
T = Total sum of all observatioa > T =49
i=1

2 2
T_|8,12, 13 16| o 26 42.05 64 1582
4744
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4 T2 2 2
Hence, SSB-) - |8 :122: 1§: 16| 49
Sn n |4 4 4 4 16
=16 + 36 + 42.25 + 64 - 150.06 = 8.19

2
SSWY %—ZTi—:183—158.25 24.7
n

2
SSEY )%—T—:183—150.06 32.9
n

Hence, SSB + SSW = 32.94 = SST

185

Source of |Sum of Squaes Degree| Mean Square (MS) F-statistic
Variation (SS) of (Calculated)
Freedom
(d.f)
Between 3 -|-i2 T?
Samples SSBEEF_ n | k-1=3 MSB:—‘E'SlB:—&lg:Z.?B
=819 MSB 2.73
— =—""-1.33
Within T2 MSW 2.06
Samples | SSWX %_Z'IT n—k=12 MSW:SS\kN—= _2‘1127 5206
= 24.75 "
Total ; T2
SSTE -—
b2 n n-1=15
= 32.94

At 5% level of significance with degrees of freedqik-1,n-k)=(3,12), the
tabulated value of g5 31,73-49.
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Since, calculated valuk, =1.33<F; ;5 ., 3.4¢ at 5% level of significance hence

the Null hypothesis is accepted and concluded that there is no signifidangrdie
among the mean amounts extracted by the four methods.

Example 5:

Under normal conditions, is the average body temperature the same for men and
women?

Medical researchers interested in this question collected data frogeantanber
of men and women, and random samples from that data are presented in the
accompanying table. Is there fatieént evidence to indicate that mean body temperatures
differ for men and women?

Body Temperatures (°F)
Men Women
96.9 97.8
97.4 98.0
97.5 98.2
97.8 98.2
97.8 98.2
97.9 98.6
98.0 98.8
98.6 99.2
98.8 99.4

Solution:
i)  The null hypothesiH, :x,=u,

AgainstAlternative H : At least two of 4, 4, are not equal.
i) Here, k=2

Sample size of the given two samples:=9, n,=9
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Total sample sizgn=9+9-18
Degree of freedom (d.f) for numerator is k-1 =1

Degree of freedom (d.f) for denominator as k=18- 2= 1€

Now given that, foro. = 0.05 and df = (1,16), value d%, s 1674-49.

Therefore, the rejection region lies to the right of F = 4.49 in F distribution curve.
A

Critical Region
(Reject H,)

Accept H,
(1-a)

1 —=
4.49

F- Distribution Curve

(i) Total of each groupl,=880.70,T,= 886.4

2
T = Total sum of all observatioa > T =1767.1(

i=1

2 2
Now, ZT‘—= (88%703= (888'46) =86181.39 87300.55 173481.
i=1

2
T—:%:173480.11

n
2T2 T2

Hence SS&Zi———:173481.94 173480.E3 1.
’ i-1 I n
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2
SSWAY %—ZTi—:l73487.07- 173481.84 5..
n

2
SSTEY, )%—T—:173487.O¥ 173480.13 6.
n

Hence, SSB + SSW = 6.94 = SST

NSOUa PGCO-VII

Source of | Sum of Squaes Degree |Mean Square (MS) F-statistic
Variation (SS) of (Calculated)
Freedom
(d.f)
Between 3 T2 T2
S SSB
Samples SSB:E n n | k-1=1 MSBzﬁzl.Sl
= 1.81 MSB_1.81
Withi ) SSW 5.1 MSW 0.32
ithin T / 5.1¢
Samples SSWY %X n n—-k=16 MSW= n-k 16 = 5.66
= 5.13 = 0.32
Total 2
SSEY. >?<—T—
n n-1=17
= 6.94

At 5% level of significance with degrees of freeddk+-1, n-k)=(1,16), the
tabulated value of g5 ;1674-49.

Since, calculated valuk.,=5.56-F
the Null hypothesis is rejected.

Example 6:

0.05,(1,16) 4.4t 5%

level of significance hence

A dealer has in stock three cars (modelsB, and C) of the same make but
different modelsWishing to compare mileage obtained for thesteriht models, a
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customer arranged to test each car with each of three brands of gasoline (brands X,
Y, and Z). In each trial, a gallon of gasoline was added to an empty tank, and the car
was driven without stopping until it ran out of gasolii@de accompanying table
shows the number of miles covered in each of the nine trials.

Distance (miles)

Brand of | Model A | Model B | Model C
Gasoline
X 22.4 17.0 19.2
Y 20.8 19.4 20.2
Z 21.5 18.7 21.2

Should the customer conclude that thdedént car models ddr in mean gas
mileage?Test at theo = .05 level.

Solution:
i)  The null hypothesidH, :u,=u,=u,

AgainstAlternative H. At least two of x4, u,,u, are not equal.
i) Here, k=3

Sample size of the given three samples:3, n,=3,n,=3

Total sample sizen=3+3+3=9

Degree of freedom (d.f) for numerator is k — 1 = 2

Degree of freedom (d.f) for denominator is k=9-3-6

Now given that, foro = 0.05 and df = (2,6), value d¥, s (,,672-14.

Therefore, the rejection region lies to the right of F = 5.14 in F distribution curve.
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Critical Region
Accept H, (Reject H,))

(1-a)

\ 4

514

F- Distribution Curve

(i) Total of each groupl,=64.70,T,= 55.10,= 60.¢

3
T = Total sum of all observatior >, T; =180.4C

i=1

3 2
Now ST _[(6470F (55.10) (6060)| oo

i1 I 3 3

2

T°_(8040F 3616.02

n
3 TZ T2

Hence, SSB» ———=3631.49 3616.02 15.£

i-1 I n

2
SSWY %—ZT‘—:3637.82— 3631.49 6.<
n

2
SSTY. )%—T—:3637.82— 3616.02 21.¢
n

Hence, SSB + SSW = 21.80 = SST
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Source of |Sum of Squaes Degree| Mean Square (MS) F-statistic
Variation (SS) of (Calculated)
Freedom
(d.f)
Between 3 T? T?
Samples SSBEE?_? k—-1=2 MSBchz&ZA'l?.M
= 15.47 MSB 7.74
Within B MSW 1.06
Samples | SSWX *X W | n—k=6 MSWeoSW 633 4 e = 7.30
n-k
= 6.33
Total . T2
SSE —
2 n n-1=8
= 21.80

At 5% level of significance with degrees of freedqik-1,n-k)=(2,6), the
tabulated value oi:olo5 (2.67D-14-

Since, calculated valuk.,=7.30-F,  , ¢~ 5-1¢ at 5% level of significance hence
the Null hypothesis is rejected.

Example 7:

In the hope of attracting more riders, a city transit company plans to have express
bus service from a suburban terminal to the downtown business digtese buses
should save travel tim&he city decides to perform a study of théeef of four
different plans (such as a special bus lane aniittsidinal progression) on the travel
time for the buseslravel times (in minutes) are measured for several weekdays

during a morning rush-hour trip while each plan is fie@f The results are recorded
in the following table.
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Plan
1 2 3 4

27 25 34 30

25 28 29 33

29 30 32 31

26 27 31
24 36

Is there evidence of a tiirence in the mean travel times for the four plans? Use

o = 0.01.
Solution:

i) The null hypothesiH, (u,=p,=u=u,

AgainstAlternative H : At least two of u, u,, 4,1, are not equal.

i) Here, k=4

Sample size of the given four samples:z4, n,=5,n=5,n= 2

Total sample sizen=4+5+5+ 317
Degree of freedom (d.f) for numerator is k — 1 = 3
Degree of freedom (d.f) for denominator d4s k=17-4=17

Now given that, foroo = 0.01 and df = (3,13), value d%,; (3157274
Therefore, the rejection region lies to the right of F = 5.74 in F distribution curve.

A

Accept H,
1-a)

Critical Region

(Reject H,)
a

5.74

>

F- Distribution Curve
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(i) Total of each groupl,=107,T,=134T,= 162],= 9

4
T = Total sum of all observatios YT =497

i=1

2§ 0
Now & & : (L07f (134 (162) QAU

(F14647.5¢
. N 4 5 5 30
2
T°_(497) 1 4500 o
n 17
4 T2 T2
Hence SSBcZ'———=14647.58 14529.94 117.
’ ian n

2
SSWY %—zTi—=14713 14647.58 65.¢
n

2
SSEY. )%_T_:14713 14529.94 183.(
n

Hence, SSB + SSW = 183.06 = SST

193

Source of |Sum of Squaes Degree

Mean Square (MS) F-statistic
Variation (SS) of (Calculated)
Freedom
(d.f)
Between 3 T2 T? SSB 117.64
Samples SSB‘EF_? k-1=3 | MSB k-1 3
= 117.64 =39.21 MSB_39.21
o MSW 5.03
Within T2 MSW_SSW_65.42
Samples | SSW-X i—Zr'T n—k=13 Tk 13 = 7.80
= 65.42 = 5.03
Total . T2
SSE -—
> n | n-1=16

= 183.06
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At 1% level of significance with degrees of freeddi-1,n-k)=(3,13), the

tabulated value of; 3157974

Since, calculated valuk,=7.80-F, , 5,5~ 5.74at 1% level of significance hence
the Null hypothesis is rejected.

7.4 Two-Way ANOVA

In case of two-waANOVA technique, the observations are classified on the basis
of two factors. For example, the sale of a product depends on several factors such
as eficiency of salesman, location of shop, quality of the product etc and thus the sale
of a particular product may be classified on the basisfmiezicy of salesman and
also on the basis of location of shop. In an agricultural firm, products may be classified
on the basis of dérent varieties of seeds and also on the basis fefrelift varieties
of fertilizers used.

In this section, we discuss the two-waMOVA technique with one observation
per cell only

7.4.1 Methodology forTwo-Way ANOVA

Let us consider model with p groups of facdoand g groups of factor B as given
below

Factor(s) B B, oes B, Total (x,)
A X1 Xi2 e qu Xi.
Aﬁ X21 Xzz e X2q X2
Ap Xp1 Xp2 o Xoq Xoe
Total (x ;) X, X, X.q X.

Wherex“. is the observation df,j)" cell, which belongs td" class of factoA and
classj" of factor B.
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The model isx; =u+a;+5, +¢ .
Whereu is general mean fefct,

a, is the efect of i" class of factoA,
,BJ. is the efect of j"class of factor B,

g is the error component and it is independent and normally distributed with
mean O (zero) and variancg.

n = pq is the total observations.

Total Sum of Squares = Sum of Squares due to factorSum of Squares due
to factor B + Sum of Squares due to Error

I.e., SST=- SSA SSB S
Thus, d.f(SST=d { S9A .d(f SPB. d f S
l.e., n=1=(p-1H (o211 (p-1)(a- 1)

P9
where, Total of all observation T=>.> %=X,

i=1j=1

P g T2
SST:ZZ ?J(Z_?

i=1j=1

p 2
ssaly -
n

gi=1
ssels g I
piz 7 n

SSE SST SSA S
x.=Total of " level of factor /

x,,=Totalof " levelof factor
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7.4.2 Two-Way ANOVA Table

Source of | Sum of Squares (SS) Degree of Mean Square F-ratio
Variation Freedom (MS)
(d.f)
Between o » SSA MSA
SSA:EZ g1 p-1 MSA= 20 | F =020
Columns/ 95 n p-1 MSE
Factor A
Between g 2 -1 SSB MSB
sse=iy gL | MSB= 220 | F, = =0
Rows/ P n q-1 MSE
Factor B
Residual/ | SST- SSA SSB | (p-1(g-1) MsE= _ SSE
(p-D(@-1)
Error
Total P 2 -1
ss=33 ¢ L)
i=1 j=1

- _MsA__ _
Thus, ATMSE | (PD(p0a D

MSB

B MSE (a-1),(p-1)(a-1)

7.4.3 Hypotheses foiTfwo-Way ANOVA and Conclusion
Null Hypothesis:

Hoa itaa=H 0= =4 s 1.€., the mean of all groups of factris same.

Hog =1 5= =1 & i.€., the mean of all groups of factor B is same.
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Alternative Hypothesis:
H,, : Mean of at least two groups of factdrare not same.

H,, : Mean of at least two groups of factor B are not same.

Conclusion:

The F-ratio is used to compare whether théethhce among several sample
means is significant or is just due to random causes/chance.

If Fa>F
conclude that groups di#r significantly otherwiseH , accepted.

n.pn@n? . thenH , is rejected at 1@@% level of significance and we

If Fa>Foy.pn@n®, thenH ; is rejected at 1@%% level of significance and we

conclude that groups @& significantly otherwiseH , accepted.
Example 1:

Three testing agencies determine the alcohol contents of samples of s&fotizer
this purpose each agency has taken 4 packbesresults are given below:

Packet
Agency I Il Il v
A 9 10 9 10
B 12 11 9 11
C 11 12 10 12

i) State the null and alternative hypothesis.
i) Compute SSTSSA, SSB and SSE.
i) Construct theANOVA table and find the calculated values of F-ratio.

iv) Test whether there is any significantfeience among packets and among

agencies at 5% significance of level.

Solution:

) Hoaa=H,4=H 3, 1.€., there is no diérence among the means of agencies.

AgainstH,, : at least twou,, (i=1,2,3) are not same.
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Hog (1= 5= 5= M 45 1.€., there is no diérence among the means of packets.

AgainstH _ : At least two g (j=1,2,3,4; are not same.

Packet
Agency I Il 1] \Y Total (x.)
A 9 10 9 10 X, =38
B 12 11 9 11 X, =43
C 11 12 10 12 X,, =45
Total (X,;) X,,=32 X,,=33 X,,=28 X,,=33 X,,=126
Here, p=3,0=4,n= pg12
Therefore, SST= fl;f;l 3(2—?_[81+100k 8% .+ 144]%_ 1338 1323
EY
k%i %——2 —[382 43+ 4§]—ﬁ_ 1329.5 1323 6
ss&%g fg—T—::%[sz’-’+332+ 28+ 3§]—ﬁ— 1328.67 1323 5.

SSE SST SSA S3B-6.55.6% 2.8
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i) ANOVA Table:

Source of| Sum of Degree of | Mean Square| F-ratio | Tabulated
Variation |Squares (SS)Freedom (d.f (MS) F(0.05)
Between 6.5 2 3.25 6.91 5.14
Columns/
FactorA
Between 5.67 3 1.89 4.02 4.76
Rows/
Factor B
Residual/ 2.83 6 0.47
Error
Total 15.0 11

iv) Now, the tabulated values afg, 4(0.05)=5.14and F, ; (0.05) 4.7

The F-ratio = 6.91 (>5.14) lies in the critical region at 5% level of significance,
therefore, we conclude that the mean alcohol content as determined by 3 testing
agencies are not equal.

The F-ratio= 4.02 (<4.76) does not lie in the critical region at 5% level of
significance, therefore, we conclude that the alcohol content of the 4 packets may not
different from one another

Example 2:

Three varieties of seeds are used and the production (in metric tons) per acre of
land using four types of fertilizers are given in the following table.

Seeds
Fertilizers I Il 1
A 6 5 5
B 7 5 4
C 3 3 3
D 8 7 4
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i) State the null and alternative hypothesis.
i) Compute SSTSSA, SSB and SSE.
i) Construct theANOVA table and find the calculated values of F-ratio.

IvV) Test whether there is any significantfeience among fertilizers and seeds at
5% significance of level.

Solution:

) Hop llia=Hop=t =M 4, 1.€., there is no diérence among the means of
fertilizers.

AgainstH,, : at least twoy,, (i=1,2,3,4) are not same.
Hog (ts=H =M 35 1.€., there is no diérence among the means of Seeds.

AgainstH,_ : At least two x5 (j=1,2,3) are not same.

)
Seed

Fertilizer I Il 1] Total (x,)
A 6 5 5 x.=16
B 7 5 4 %,.=16
C 3 3 3 %,.=9
D 8 7 4 X,.=19

Total (X,;)| X,=24 X,,=20 X,,=16 X,,=60

Here, p=4,0=3,rn= pg=12

L3, T 60
Therefore, SSEY > ?J(z— =[36+25+ 25 .+ 16}E= 332 309 ¢

i=1 j=1 n

4 2
SSAFEZ fg—T—=3[162+162+ F+ 197]—ﬁ= 318 309 1
3 n 3 12

1& , T2 1, 60
SSB:ZzI §——=7[24'+20°+ 16 |-~ 308 309
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SSE- SST SSA SSR-18-8 €
i) ANOVA Table:

Source of| Sum of Degree of (Mean Square| F-ratio | Tabulated
Variation | Squares (SS)Freedom (d.f (MS) F(0.05)
Between 18 3 6 6 4.76
Columns/
Factor
Between 8 2 4 4 5.14
Rows/
Factor
Residual/ 6 6 1
Error
Total 32 11

iv) Now, the tabulated values affg 4(0.05)=4.7¢tand F, ;(0.05)=5.14
The F-ratio = 6 (>4.76) lies in the critical region at 5% level of significance,
therefore, we conclude that the variety of fertilizers is significant.

The F-ratio= 4 (<5.14) does not lie in the critical region at 5% level of significance;
therefore, we conclude that thefdiences of seeds is insignificant.

7.5 Summary

In this unit, we have presented the one-W&OVA and two-wayANOVA with
only one observation per cefls the number of populations involved is more than
two, F-distribution is used for testing the equality of means of all populations comparing
sample variance$Ve have discussed how to test null hypothesis (all the population
means are equal) against the alternative hypothesis (means of at least of two are not
equal) and also explained with number of examples.

7.5 Self-Assessment Questions

1. A random sample of five motaar tyres is taken from each of the three
brands manufactured by three compariiés lifetime of these tyres is shown
below On the basis of the data, test whether the average lifetime of the 3
brands of tyres are equal or not at 1% level of significance.
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Brand A Brand B Brand C
35 32 34
34 32 33
34 31 32
33 28 32
34 29 33

2. The lifetime (in Hrs.) of four brands of batteries are given in the table.

Brand A Brand B Brand C Brand D
29 39 27 25
40 36 33 28
35 42 28 32
27 28 34 38
32 31 36 27

Test whether the mean lifetime of four brands of batteries are equal or not at 5%
level of significance.

3. Find the missing entries of the one-welyOVA table given below

Source of Sum of Degree of | Mean Squar| F-statistic
Variation Squares (SS) Freedom (d.f) (MS)
Between 117.64 ok 39.21 7.80
VVithln *kkkk 13 *kkkk
Total *kkkk *kkkk

4. Complete the one-wadNOVA table given below

Source of Sum of Degree of |[Mean Square | F-statistic

Variation Squares (SS) Freedom (d.f) (MS) (Calculated)
Between 102.4 kkk 51.2 10.6
VVithln *kkk 12 *kkk

Tot al *kkk *kkk
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5. Complete the two-wafNOVA table given below

203

Source of Sum of Degree of | Mean Square F-ratio
Variation Squares (SS) Freedom (d.f) (MS)
Between 6.5 ok rk 6.91
Columns/
FactorA
Between ohk 3 el 4.02
Rows/
Factor B
Residual/ 2.83 Fxk 0.47
Error
Total 15.0 11

6. The temperatures, in Celsius, at three locations in the engine of a vehicle are
measured after each of four test runs and the data are as follows. Making the
usual assumptions for a two-way analysis of variance, test the hypothesis that
there is no systematic tBfence in temperatures between the three locations.
Use the 5% level of significance.

Location | Run 1 Run 2 Run 3 Run 4
A 72.8 77.3 82.9 69.4
B 71.5 72.4 80.7 67.0
C 70.8 74.0 79.1 69.0
References:
Dennis D. Wackerly, William Mendenhall 1ll, Richard L. Scheaffer.

Mathematical &tistics withApplications, Seventh Editiol,homson Brooks/Cole.

Robert V. Hogg, JosephW. McKean, Allen T. Craig. Introduction to

Mathematical gtistics, Eighth Edition, Pearson.
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8.0 Objectives

Quality and productivity have become essential fganizations to be competitive
in today's global economps a result, an increased emphasis falls on methods for
maintaining and monitoring quality standarger studying the present unit, you will
be able to (i) understand the concept of statistical quality control, (i) explain the
importance of statistical quality control and (iii) discuss thiedght product control
and process control techniques.

8.1 Introduction

In the present day situation where there is a highly competitive market, it has
become absolutely necessary for every manufacturer to maintain a close supervision
on the quality of articles produced. If the customers are not satisfied with the quality
of the products, it will be very di€ult for the producers to remain in the competition.
Statistical quality control provides certain statistical techniques used for maintaining
conformity with certain standards in a continuous flow of manufactured products.
Thus, the application of statistical quality control is inevitable in every manufacturing
organization. In fact, at present it has also become an integral part of management
control system.

8.2 Definition of Satistical Quality Contr ol

Statistical Quality Control (SQC) may be defined as the statistical techniques
employed for determining the extent to which quality goals are being met without
necessarily checking every item produced, for indicating whether or not the variations
which occur are exceeding normal expectations and for taking decisions regarding
acceptance or rejection of a particular product. In the worddfofd and Beatly
SQC may be defined as that industrial management technique by means of which
products of uniform acceptable quality are manufactured. It is mainly concerned with
making things right rather than discovering and rejecting those made wrong.

8.3 Need For3atistical Quality Contr ol

(i) SQC assures the customers to rely on the quality standard of the products
consumed by them.

(i) 1t makes the employees of the firm quality consciéssa result, the employees
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pay due attention to the maintenance of quality standard of product
manufactured in the factary

(i) 1t protects the manufacturers as well as the customers against heavy losses
due to rejection of lge quantity of products.

(iv) It acts as a guide for setting up of a future standard of quality when the
existing control limits are required to be amended.

(v) It helps in establishing goodwill of the products.

8.4 Causes olariation

It is desirable in a production unit that all the products should be produced
according to the prescribed specification. But in practice, it is very rare that all the
products produced in the production unit are of exactly same qu&ditye products
may be slightly below the prescribed standard and some may be slightly above the
same. It leads to a search in the possible causes of variation in the products. GGenerally
the variation in the quality of products arises due to two distinct types of causes - (i)
Chance causes and (Aysignable causes.

Let us discuss these two one by one.
8.4.1 Chance Causes

Some small variations in the quality of products in a manufacturing process are
inherent and cannot be prevented altogether in any Way type of variation is
generated by several independent factors which are known as 'chance causes'. If the
variations in the quality of products in a production process are solely due to chance
causes, the process is said to be 'under control' or 'in a state of statistical control'.

8.4.2 Assignable Casuses

The major variations in the quality of products are generally caused by defects
and faults in the production design and manufacturing protlesedactors responsible
for such variations in the quality of products are known as 'assignable céhess'.
causes are not inherent and can be prevehtetlvalue of quality control lies in the
fact that variations arising out of assignable causes can be quickly detected; even
probable variations due to these causes may often be identified before the products
become defective.
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8.5 Jatistical Quality Control Techniques

The quality of a product manufactured in a factory can be controlled in two
stages. If the quality control mechanism is exercised during the processing period, the
control is known as 'process control'. In this case, the quality is controlled when the
product is at semi-finished stage. On the other hand, if the quality control mechanism
is exercised after the completion of the production process, the control is known as
'‘product control'. In this case, the quality is controlled when the products are ready
for sale.The statistical technique applied in process control is the control chart
whereas in case of product control the acceptance plan is used.

8.6 Control Chart

A control chart is a graphical display of measurements of an industrial process
through time. By carefully scrutinizing the chart, a quality control engineer can identify
any potential problem associated with the production procesé/dlterA. Shewhart
of Bell Laboratories, USA is the proponent of designing the control chart for industrial
processedit present, it is widely used in statistical quality control for maintaining the
quality standard of the product produced in the production pro&essntrol chart
consists of three horizontal lines with a vertical line on the Téfe vertical line
represents the quality statistic of each sample and is known as qualityl beaase
line of the chart shows the sample numbers and is used as subgroupliseale.
horizontal line which passes through the middle of the chart parallel to the base line
is called Central Line (CL). It indicates the desired standard of quality of the product
in the processThe other two horizontal lines above and below thea€ known as
Upper Control Limit (UCL) and Lower Control Limit (LCL) respectiveljhe UCL
represents the upper limit of tolerance and the LCL indicates the lower limit of
toleranceThe distances of the UCind LCLfrom the CLare measured on the basis
of probability In most cases, the distance of the U@im the CLand that of the
LCL from the CL are both equal to 3 times the standard deviation of the sample
characteristic for which the control chart in prepai@tus these control limits taken
together are also known as 'three-sigma control limitsese limits provide the
desired range of values for the statisthen the statistic is outside the range of
values, the process is considered to be out of coifitielfact is immediately reported
to the concerned authority who ascertains the causes of variation in the process and
adopts appropriate corrective measures.
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Control charts are based on normal distributibime CL of the control chart is
drawn at the meax and the UCL and LCL pass through the chart three-sigma (3
above and @& below the CLrespectivelyln a normal distribution, the probability

of a value lying betweeR + 35 is 0.9973 and the probability of a point falling outside

3o control limits is 0.0027Thus, if the production process is under control, only
about 27 out of 10000 events will fall outside the control limits. In other words,
occurrence of events beyond the control limits is an extremely remote chance under
normal circumstance# specimen of the control chart is given below:

Pk S © 4= h pomta ot o coet

¢

g cL

lc

................. LeL

7 o == Thspontsout
x-30 — oo+ o o+ o+ o » p O OWAMM

p 1 2 3 4 5 & v @& 9%

Sample (Sub-group) Number

The control chart technique carfestively be applied in statistical quality control
for maintaining the quality standard of the product if only rational sub-groups are
used.The rational sub-groups should be made by theiaft grouping of items in
such a manner that variation in quality among items within the same group is small
but variation between one group and another is as wide as possible.

8.7 Types of Contiol Chart

Control charts can be divided into two categories: (i) Control charts for variables
and (i) Control charts for attributes.

(i) Control charts for variables: Variables are those quantitative characters of
a product which can be measured in terms of specific units of measurement, such as
diameter of a pin, life of an electric bulb etc. In this case, for the purpose of quality
control generally three types of control charts are used—

(a) Mean chartX chart), (b) Range chart (R chart) and @@n&ard deviation
chart © chart)
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(i) Control charts for attributes: Attributes are those qualitative characters of
a product which cannot be measured in terms of specific units of measurement, but
can only be identified by their presence or absence in the product. For example, we
may say that glass is cracked or not cracked. In such cases, attributes may be assessed
either by the proportion of units that are defective or by the number of defects per
unit. Thus, for attributes two types of control charts are in common use—

(a) Fraction defective charp (chart) and (b) Number of defects chart (c chart).

Let us now discuss various control charts in detail.
8.7.1 Mean Chart & Chart)

Mean chart is prepared using rational sub-groups. In general, control limits are
determined on the basis of smaller sub-groups of size 4 or 5 units and atleast 25 such
sub-groupsThe following steps are adopted at the time of preparing a mean chart:

i) Computation of the mean of each sub-gmup (sample): The mean of each
sub-group (sample) is obtained by dividing the sum of the values included in
the sample (sub-group) by the number of items (observations) in the sample
(sub-group).

i) Calculation of the mean of the sample meansthe mean of the sample
means is obtained by dividing the sum of the sample means by the number of
samples (sub-groups) included in the chart. Suppose we have k samples each
containing n observations. ¥ represents the mean of the i-th samples then
the mean of the sample means is denoted by

= X AX AX 4ot X TX
X= 1 =

iii) Measurement of contiol limits: The upper control limit (UCL) and the
lower control limit (LCL) can be ascertained by using the following formulae:

wherec, represents the standard error (S.E.x dfased on all possible sample
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c R
means of size n and is equalf%:. Herec is estimated either b~ or by 4~
n 2 2

wherec represents the average of sub group standard deviatiofs eqresents

the mean range (i.e. the average of sub-group ranges), aaddcd are constants,

the values of which being available in the tables showing conversion factors for
control limits for diferent n.

For ascertaining the value of the standard deviation of all process observations
is used. Howevethis estimate is good only for tgr samples, n >10Vhen sample
sizes are small, the mean range is used insteadldius, the control limits will be—

Using standard deviation Using range
5 (& 5 (¢
Xt3— Xt3—
Jn Jn
= X+3) 2 |x—= :;i35xi
c, n d2 Jn
Vi 3 |- = 3 =
- Xz c - X* R
) Lz\/ﬁ} B Lz\/ﬁ}
= XtAc = X£AR
_3_ _38_
whereA; = Cz‘/ﬁ whereA, = dz\/ﬁ

Therefore, using standard deviation Ug(:lz §+A15 and LCLX: i—Al_c and

using range UCLX:§+A2§ and LCL X:X—AZ_R.

iv) Preparation of mean chat: After determining control limits the mean chart
is drawn on a graph paper
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lllustration 8.1

In order to construct a control chart, samples of size 3 are takenmean of
the sample means is found to be 10.253 and the ranges of the samples of 3 observations
each are 0.15, 0.53, 0.69, 0.45, 0.55, 0.71, 0.90, 0.68a8d.0.24. Find the upper
and the lower control limits for mean chart. (Given that the constant of conversion
for a sample of size n = 3 A, =1.023).

Solution:

The following values are given:

n = 3,X =10.253,A, = 1.023, R= 0.15, B= 0.53, R= 0.69, R = 0.45, R
=055, R=0.71, R=0.90, R= 0.68, R= 0.1 and Ry= 0.24

0.15+ 0.53 0.45 055 0.71 0.90 068 01 Q'%so]
10 e

~R=t

~ucL,, :7+A2§ = 10.253+(1.023)0.501=10.766

and LCL =x -A R = 10.253-(1.023)0.501 = 9.74

lllustration 8.2

A machine is set to deliver an item of a given weight. 10 samples of size 5 each
were recordedThe relevant data are as follows:

Sample: 1 2 3 4 5 6 7 8 9 10

Mean &): 15 17 15 18 17 14 18 15 17 16

Range (R): 7 7 4 9 8 7 12 4 11 5

(i) Ascertain the values of the CL, UGInd LCLfor mean chart.

(i) Comment on the state of control on the basis of the above values.
(Given: Conversion factors for n = 5 akg=0.58, D=0, D,=2.115)
Solution:

From the given data, we have
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x=2X 162 165 ond
n 10
§ZEE:ZEZ74
n 10

For the sample size, n=5, we know tAgt0.58.

Thus, for the mean chart—
CL=x=16.2

UCL=x+A R=16.2+ 0.5%( 7= 20.4€

LCL :;—A2§=16.2— 0.58<( 7.4= 11.92
Since all the sample points fall within the control limits, the process is under
statistical control.
lllustration 8.3

The following data relate to the life (in hours) of 7 samples of 6 electric bulbs each,
drawn at intervals of one hour from a production process. Draw the chart and comment.

Sample No. Life-time (in hours)

1 520 582 565 655 729 580
2 401 483 425 490 560 570
3 562 601 585 472 521 553
4 545 525 472 527 534 645
5 395 885 569 542 550 530
6 532 652 527 482 583 445
7 529 610 570 593 662 434

(Given: Conversion factors for a sample of size n = Aare0.483, 3= 0, D,
= 2.004)
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Solution:

For drawingx chart, we have to compute the mean and range for each of the
sample.

Sample No. Total Mean Range
1 3631 605.17 209
2 2929 488.17 169
3 3294 549.00 129
4 3248 541.33 173
5 3471 578.50 490
6 3221 536.83 207
7 3398 566.33 228
3865.33 1605
ol 3865.33 552 1¢
and R= %05: 229.2¢

n = 6 andA, = 0.483 (given)

Thus, for thex chart,

ucL_ =x+A R=552.10+( 0.48Bx 229.2 = 552.19 + 10.75 = 662.94

LCLi :;—A2§:552.19—( 0.48Bx 229.2= 552.19 - 10.75 = 441.44

Central line =X =552.19
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The x chart for life (in hours) of electric bulbs is drawn below:

700

=

a & b -~
Q UCL
s

g 600

< [

© ~
@ 55 3 3 ; Central
= Line
2

= 5008 3

2

= 50 oL
m .

+]

2 00

1 2 3 4 5 8 7
Sample Number

The abovex chart shows that all the sample means are well within the control
limits. Thus, it implies that the process is in a state of control during the period under
study so far as the process average is concerned.

8.7.2 Range Chart (R-Chart)

Range chart is prepared for the purpose of examining the variability of the quality
produced by a given process specially when the sample sizes ard imétllowing
steps are adopted in order to prepare a R-chart:

)

Computation of range of each sampleThe range of each sample is
computed. Let R Ry, R, ......... , R denote the values of corresponding
ranges for the k sampleshus for the i-th sample (i = 1,2,3, ...... , k), we
have the range;BL; - § where L represents the lgest observation and S
represents the smallest observation in the i-th sample.

Calculation of the mean of the sample rangesfhe mean of the sample
ranges is obtained by dividing the sum of the sample ranges by the number
of samplesThus the mean of the sample ranges is—

R=(R+R+R+ ... + R X—=——~=~
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i) Measurement of control limit:he upper control limit and the lower control
limit are computed by using the following formulae:

UCLR =R+ BGR and

LCL :ﬁ—BcR wherecg represents the standard error of the range.

The value ofcg can be estimated by computing the standard deviation of the
ranges of all possible samples of the size n drawn from a given population. But in
practice it is convenient to determine the control limits by using the valuesasfdD
D, which are available in the table showing conversion factors for control limits and
central line for diferent n.Thus, when the tabulated values of &d D) are used,
the UCL and the LCL are determined by applying the following formulae:

UCL, =D,R and
LCLR = D3R
The central line iR We know that range cannot be negative. Hence, if.CL

comes out negative, then it is to be taken as zero.

iv) Preparation of range chat: After measuring the control limits the range
chart is drawn on a graph paper

lllustration 8.4

On the basis of the data given in lllustration 8.2 you are required to ascertain the
values of the CL, UCL and LCL for the range chart and to comment on the state of
control.Also interpret the results obtained from both lllustration 8.2 and lllustration 8.4

Solution:
For sample size, n = 5, we know thai 0 and Q = 2.115
CL=R=74

UCL =D4§= 2.115< 7.4 15.61

LCL = Dgﬁ =0x7.4= 0

Since all the sample points fall within the control limits, the process is under
statistical control.
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On the basis of the outcomes derived from the control limits forbathart and
R-chart, it can be concluded that the process is under control. Mqréw/@rocess
is free from any assignable causes of variation and is under the influence of only
chance causes of variation.

[llustration 8.5

On the basis of the data given in Example 8.3 you are required to prepare R-chart
and comment.

Solution: To examine whether the process dispersion is under control or not, we
draw the range-chart.

n =26, 0;=0 and Q= 2.004 (given)
R, =209, R= 169, R= 129, R = 173, R = 490, R = 207, R = 228 and
R =229.29 (computed).

Thus, for the R-chart,

UCL, = D4§: 2.004x229.29 = 459.50

LCL, = D3§= 0%x229.29= 0

Central line =R =229.29

Thus R-chart for life (in hours) of electric bulbs is drawn below:
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The above R-chart shows that all the sample ranges except the range for the firth
sample are within the control limit§he range for the firth sample is slightly beyond
the UCL. Thus, it implies that the process dispersion is almost in state of control
although there is a sign of it going out of control in the fifth sample.

8.7.3 Contwol Chart For Sandard Deviation ( 6-Chart)

The R-chart is in common use in measuring the process variability because it is
easier to compute ranges than to compute standard deviations. But standard deviation
is considered to be an ideal measure of disper§lums,s-chart is theoretically more
appropriate than R-chart for controlling the variability of the procelss. control
chart for the process standard deviation is similar to that for the iaitge.preparing
c-chart the constantszBand B, are used which are also found in the table showing
conversion factors for control limits and central lilee control limits are measured
by using the following formulae:

UCL,= B, o and LCL= B; 0

The central line i$ whereo is the sum of sample standard deviations, divided
by the number of samples-chart is interpreted exactly on the same lines as R-chart.

lllustration 8.6

In a cricket bat manufacturing unit the process quality was controlled by using
control charts for mean and standard deviation. 20 samples of 15 items each were
selected and then the sum of sample means and the sum of sample standard deviations
were found to be 890.6 and 12.36 respectivBlgtermine the control limits and
central line foro-chart.

(Given: Conversion factors for a sample of size n=15 gr@.B28 and B=1.572)
Solution:
Given: n=15, B=0.428, B=1.572

Central line: g= %36: 0.618

UCL, = B4,o = 1.572 x 0.618 = 0.9715 (approx)
LCL, = Bso = 0.428 x 0.618 = 0.2645 (approx)
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8.7.4 Fraction Defective Char (p-Chart)

Fraction Defective Chart is applied in such cases where the quality characteristic
of interest in an attribute and each manufactured item is classified into two categories
only - defective and non-defective. In order to assess whether a process is in state of
control or not, one will now try to ascertain if the population fraction defective is the
same for all sample$he fraction defective in the sampf® (nay be used as the basis
of this testThe number of defective items in a random sample chosen from a population
has binomial distribution. By the central limit theorem, as n increases, the distribution
of the sample proportionp) approaches a normal distributiofhus, the fraction
defective chartd-chart) gives better results when the sample sizegs.l@he central
line of the p-chart is drawn at the average fraction defectivg from all the samples
combined.The value of p is obtained by using the following formula:

Number of defectivein all the samples combin
Totalnumber of itemsin all the samples combir

p=

The upper and the lower limits of this chart are measured by applying the following
formulae:

UCL =p+ p(1-0)
p n

p(1-p)

LCLp=p—

Example 8.7

The following figures give the number of defectives in 22 samples each containing
4000 items: 850, 860, 432, 682, 450, 644, 560, 612, 674, 610, 712, 804, 432, 528,
252, 818, 386, 652, 560, 778, 902, 840.

Calculate the values for central line and control limitspfarhart and draw the
chart.Also comment on the state of control of the process.

Solution:

The total number of defectives out of (22 x 4000) or 88000 items inspected in
the 22 samples is:



PGCO-VII dNSOU

219

>d = (850+860+432+682+450+644+560+612+674+610+712+804+432+528+

252+818+386+652+560+778+902+840) = 14,038

The average fraction defective is

_14038 =0.1595 (approx.
22x 4000

For p-chart:

p=

—
p( : ) _ o150 §/0.1595( L 0.1595_

UCL =p+
p 4000

LCL =p- @:0.1595—#

p

0.1595 + 0.159p
4000 B

And central line 9o = 0.1595

The p-chart is drawn below—

T
R

T T T

Fraction defectives

0.05 FIPRDEND SN

12 3 45 6 7 8 9 101 1212 4151817

1 L]

B 19 0N 2B

Sample Number

0.176

0.142

UCL{0.1769)
Central line
{0.1595)

LCL (0.1421)

The above p-chart shows that quite a ¢ number of dots are outside the
control limits. It implies that the production process is completely out of control.

8.7.5 Contol Chart for Number of Defects (c-Chat)

Control chart for number of defects is prepared for the purpose of exercising the
number of defects or imperfections per item. For example, when glass bottles are
manufactured, it is of interest to keep a record of the number of air bubbles per bottle
and to adopt corrective measure if this number is out of coritha. number of
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defects, denoted by ¢, may in most cases be supposed to have a Poisson distribution.
For the Poisson distribution, we know that the mean and the variance are both equal
to the same parametdihe Poisson distribution can be approximated by the normal
distribution for lage sample sizeS.hus, the central line of the c-chartcisand the

control limits of the chart are:

UCLC=E+3JE

LCLC=E—3JE

wheret is the average number of defects or imperfections perVenknow that
€ cannot be negativahus, in the c-chart if the formula for LElyields negative
value, then it is to be considered as zero.

[llustration 8.8

The following are the number of defects observed in 20 hundred-yard pieces of
woolen goods:

55,8,50, 2,5, 8 10116, 14, 8, 8, 6, 5, 6, 7, 2, 2
Find ¢ and the control limits for the number of defects.
Solution:

Total number of defectsc = 123

_. 123
. Average number of defects per piece € >0 =6.15
For c-chart: Central line & = 6.15

UCLC:6+3\/?:: 6.15+ ¥ 6.15= 6.15 7.44 13.

LCL_ :5—3\/?:: 6.15- 3/ 6.15 6.15 7.4 which is negative

LCLC =0
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8.8 Acceptance Sampling

While the control charts are used in process control, the acceptance sampling
technique is applied in product contfdlhen finished products are presented by the
manufacturer to the consumer for acceptance, the latter intends to examine whether
the product conforms to specifications or not. Such examination is done either on the
basis of ‘complete enumeration’ or on the basis of 'sampling’. In most of the cases,
sampling inspection technique is followed because - (i) it takes less time, labour and
money and (ii) it also created@ftive pressure for quality improvemeihe use of
sampling inspection by a consumer for taking decision on acceptance or rejection of
the product is known as 'acceptance sampling'. It may be of two types - (i) Lot-by-
lot sampling inspection and (ii) Continuous sampling inspection. In the lot-by-lot
sampling inspection, the finished articles are formed into lots, a few items are chosen
randomly and the lot is either accepted or rejected on the basis of a certain set of
sampling rules, usually called 'Sampling Inspection Plan'. In the sampling inspection
plan if the quality is measured in terms of a variable, then it is knowragab\é
Sampling Inspection Plan' and if the quality is measured in terms of an attribute, then
it is known as 'Attribute Sampling Inspection Plan'. In the continuous sampling
inspection, the outcome of current inspection is considered as the basis of ascertaining
the need for total inspection or sampling inspection for the next batch of manufactured
articles to be inspected.

8.9 Attributes Sampling Inspection Plans

There are three types of attribute sampling inspection plans - 'Single Sampling
Inspection Plan’, 'Double Sampling Inspection Plan' and 'Multiple Sampling Inspection
Plan'.

Let us now discuss these three plans one by one.
8.9.1 Single Sampling Inspection Plan

If the decision whether to accept or reject a lot is made on the basis of only one
sample drawn randomly from the lot, then the sampling inspection plan is known as
the single sampling inspection plan. Let N and n represent lot size and sample size
respectivelyLet ¢ denote acceptance numbear. the maximum number of defective
articles allowable in the sample and let d represent the actual number of defectives
in the sampleThen the single sampling inspection plan involves the following steps:
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i) A sample of n items is selected randomly from a lot of N items.
ii) The defective items (d) are found out by inspecting the sample thoroughly
i) If d < c, then the lot is accepted, but if d>c, then the lot is rejected.
Let us explain it with the help of the following example.
lllustration 8.9

Consider the following single sampling plan:

N =600, n=45,¢c=6

Interpret these numbers.
Solution:

The given numbers can be interpreted as follows:

A random sample of 45 items from a lot containing 600 items is taken. If the
sample contains at most 6 defective items, then the lot will be accepted. If the number
of defective items exceeds 6, the lot will be rejected.

8.9.2 Double Sampling Inspection Plan

If the decision whether to accept or reject a lot is made on the basis of two samples,
then the sampling inspection plan is known as the double sampling inspection plan.

Let N, n, n, represent lot size, size of the first sample and size of the second
sample respectivelyet g and ¢ denote acceptance number of the first sample and
acceptance number for the two samples combined respectively anddetl &j
represent the numbers of defectives in the first and second samples respectively

Then the double sampling inspection plan involves the following steps:

i) A sample of pitems is first selected at random from the lot of size N.
ii) The value of ¢is ascertained by a careful inspection of the sample.
i) If dqi < ¢, then the lot is accepted and iPd,, then the lot is rejected.

iv) Ifdy>cq, butd < ¢ (i.e. d $¢), a second sample of items is chosen from
the same lot.

v) If (d4+d,) < ¢, the lot is accepted, otherwise it is rejected.

Let us explain the plan with the help of the following example.
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lllustration 8.10
Consider the following double sampling inspection plan:
N = 6000, n= 300, g= 6, np,= 240, g= 18
Interpret these numbers.
Solution:
The given numbers can be interpreted as follows:
i) A random sample of 300 items from a lot containing 6000 items is taken.

ii) If the sample is found to contain at most 6 defective items, the lot is accepted,
if the sample contains more than 18 defective items, the lot is rejected.

i) If the number of defectives in the first sample) (eixceeds 6 but does not
exceed 18, a second sample of 240 items is chosen.

Iv) If the combined sample {r n,) of 540 items contains at most 18 defectives,
the lot is accepted and if the combined sample contains more than 18 defective
items, the lot is rejected.

8.9.3 Multiple Sampling Inspection Plan

If the decision whether to accept or reject a lot is made on the basis of more than
two samples, then the sampling inspection plan is known as the multiple sampling
inspection plan. It is quite complicated and rarely used in practice.

8.10 Summary

Statistical Quality Control (SQC) is the statistical techniques used to maintain
uniform quality of products in a continuous flow of manufacturing procgess.
variation in the quality of products is mainly due to two distinct types of causes -
chance causes and assignable caul®s.quality can be controlled either in the
processing period or after ‘acceptance plan' is used. Control charts are mainly divided
into categories - control charts for variables and control charts for attriites.
most common control charts for variables are mean chashdrt), range chart (R-
chart) and standard deviation chartghart) whereas for attributes the major ones are
fraction chart §-chart) and the number of defects chart (c-chart). In order to examine
whether the product conforms to specifications or not, some form of inspection either
on the basis of ‘complete enumeration’ or on the basis of 'sampling’ is needed. In most
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cases, sampling inspection technique is followed. Sampling inspection may be of two
types - lot-by-lot sampling inspection and continuous sampling inspection. Fitrther
may be either variable sampling inspection or attribute sampling inspélttiere are

three types of attribute sampling inspection plans - single sampling inspection plan,
double sampling inspection plan and multiple sampling inspection plan.

8.11 Self-Assessment Questions

Long Answer Type Questions

1. What is Satistical Quality Control? Discuss the need fatiStical Quality Control.

2.

"Variations in the quality of products in a manufacturing process are attributed
to two distinct types of causes". Explain.

What do you mean by the term ‘rational sub-group'? Distinguish between

product control and process control.

What are control charts?a®e the dilerent types of control charts for variables

and attributes.

What is acceptance sampling/hy is it used? tate the conditions for its use.

Narrate the dferent types of sampling inspection plan popularly used in practice.

7. The following table discloses the length of tin-plate produced in a machine, as

obtained from 8 samples of size 6 each drawn at regular intervals of 20 minutes:
Sample No. 1 2 3 4 5 6 7 8

1 23 24 20 25 26 24 15 13

2 17 21 19 21 22 17 9 17

3 22 23 16 18 19 21 16 19

4 19 20 19 17 16 18 17 22

5 12 14 12 13 21 20 23 16

6 11 16 15 9 20 10 20 24

Construct (i) a mean chart and (ii) a range chart.

Also comment on the state of control.
(Conversion factors for n=6 are,=0.483, =0, D,=2.004)
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8. Using the data given in the problem no. 7, calculate the values for control line
and the control limits fos-chart and draw your conclusions:

(Given: Conversion factors for n=6 are B3=0.03 and B4=1.97).

9. The following table shows the number of defects observed in 10 woolen
carpets passing as satisfactory:

Serial no of carpets:1 2 3 4 5 6 7 8 9 10
No of defects: 3 4 5 5 1 6 2 2 7 4
Construct c-chart.

10. The following table shows the numbers of missing nuts observed at the time
of final inspection of 15 machines:

MachineNo: 1 2 3 4 5 6 7 8 910 11 12 13 14 15

No.ofmissing3 102 5 6 4 9 1 7 2 8 6 6 7 8
nuts:

Find the control limits for the number of defects chart and comment on the
state of control.

Short Answer Type Questions
1. Write short notes on:
a) Mean chart
b) Range chart
c) Control chart for standard deviation
d) Fraction defective chart
e) Control chart for number of defects.

2. In order to construct a control chart, samples of size 28 are fHkermean
sample range is found to be 0.32 and the process average of the machine is
set at 17.21. Find the lower and the upper control limits for mean. (Given that
the constant of conversion for a sample of size n=25,49.153).

3. Determine control limits on a mean chart for samples of size 6 if the process
has to meet a lower and an upper specification limits of 159 cms. and 295
cms. respectively
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4.

Based on 30 samples each of size 300 taken at intervals of 1 hour from a
manufacturing process, the average fraction defective was found to be 0.073.
Determine the values of central line and the control limits forchart.

The number of defectives in 15 samples (each containing 1000 items) are
given below:

125, 230, 170, 168, 190, 120, 250, 225, 200, 210, 170, 160, 180, 190, 205
Calculate the values for central line and control limitsptahart.

Objective Answer Type Questions

1.

© 0 N o bk WD

What is SQC?

What do you mean by chance causes in the context of SQC?
Define 'assignable causes' in the context of SQC?

What is control chart?

What is mean chart?

What is range chart?

What is control chart for standard deviation?

What isp-chart?

What is c-chart?

10. What do you mean by acceptance sampling?



PGCO-VII dNSOU 227

Suggested Readings

1.

A. M. Goon, M.K. Gupta, B. Dasgupta, Fundamentals of statistmsl. The
world Press Private Limited.

Arora et.al. (2007): Comprehensiveafstical Methods, S. Chand & Co. Ltd.,
New Delhi.

3. C. R. Kothari, Research Methodolodg¥ishwa Prakashan.
4. Chandra (2001): tatistical Quality Control, CRC Press, USA

10.

11.
12.

13

Das (1984): satistical Methods in CommercAgccounting & Economics (Part
II), M. Das & Co., Kolkata

D. R. Anderson, D. J. Sweengy. A. Williams, Satistics for Business and
Economics, Cengage Learning.

Gupta (2007): Fundamentals disstics, Himalaya Publishing House, Mumbai.

Gupta & Gupta (2010An Introduction to &tistical Methodsyikas Publishing
House Pvt. Ltd., New Delhi.

Gupta & Kapoor (1997): Fundamentals of MathematitatiSics, Sultan Chand
& Sons, New Delhi.

Kothari (2002): Research Methodology—Methods T&chniques Wishwa
Prakashan, New Delhi.

N. G Das, $atistical Methodsyol-II
R. I. Levin, D.S. Rubin, statistics for Mnanagement.

S. B. ChoudhuryElementary statistic¥ol-1, The world press private Limited.



228 NSOUa PGCO-VII

Appendix Table 1 : Area Under standard Normal Curve
(The given proportions indicate area above the given value of Z)

Normal 00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
Deviate
Z

0 05000 0.4960 0.4920 0.4880 0.4840 0.4801 0.4761 04721 0.4681 0.4641
0.1 04602 04562 0.4522 04483 04443 0.4404 04364 04325 04286 0.4247
02 0.4207 04168 0.4129 04090 04062 04013 0.3974 0.3936 0.3897 0.3859
03 03821' 03783 0.3745 03707 03669 03632 0.3594 0.3557 0.3520 -0.3483
04 0.3446 0.3409 0.3372 03336 03300 0.3264 0.3228 0.3192 0.3156 0.3121
0.5 03085 0.3050 0.3015 0.2981 02946 0.2912 0.2877 0.2843 0.2810 0.2776
06 02743 0.2709 0.2676 0.2643 0.2611 02578 0.2546 0.2514 0.2483 0.2451
0.7 02420 02389 02258 0.2327 02296 02266 0.2236 0.2206 0.2177 0.2148
0.8 02119 0209 0.2061 02033 0.2005 0.1977 0.1949 -0.1822 0.1894 0.1867
09 0.1841 0.1814 0.1788 0.1762 0.1736 0.1711 0.1685 0.1660 0.1635 0.1611
10 01587 0.1562 0,1539 0.1515 0.1492 0.1469 0.1446 0.1423 0.1401 0.1379
1.1 01357 0.1335 0.1314 0.1292 0.1271 0.1251 0.1230 0.1210 0.1190 0.1170
12 0.1151 0.1131 0.1112 0.1093 0.1075 0.1056 0.1038 0.1020 0.1003 0.0985
13 0.0968 0.0951 0.0934 0.0918 0.0901 0.0885 0.0869 0.0853 0.0838 0.0823
14 00808 00793 0.0778 0.0764 0.0749 0.0735 0.0721 0.0708 0.0694 0.0681
1.5 . 0.0668 0.0655 0.0643 0.0630 0.0618 0.0606 0.0594 0.0582 0.0571 0.0559
1.6 0.0548 0.0537 0.0526 0.0516 0.0505 0.0495 0.0485 0.0475 0.0465 0.0455
1.7 0.0446 0.0436 0.0427 0.0418 0.0409 0.0401 0.0392 0.0384 0.0375 0.0367
1.8 0.0359 0.0351 0.0344 0.0336 0.0329 0.0322 0.0314 0.0307 0.0301 0.0294
19 00287 0.0281 0.0274 0.0268 0.0262 0.0256 0.0250 0.0244 0.0239 0.0233
20 0.0228 0.0222 0.0217 0.0212 0.0207 0.0202 0.0197 0.0192 0.0188 0.0183
2.1 00179 0.0174 0.0170 0.0156 0.0162 0.0158 0.0154 0.0150 0.0146 0.0143
22 00139 0.0136 0.0132 0.0129 00125 0.0122 0.0119 0.0116 0.0113 0.0110

©23 00107 00104 0.0102 0.0099 0.0096 0.0094 0.0091 0.0089 0.0087 0.0084
24 00082 0.0080 0.0078 0.0075 0.0073 0.0071 0.0069 0.0068 0.0066 0.0064
25 0.0062 0.0060 0.0059 0.0057 0.0055 0.0054 0.0052 0.0051 0.0049 0.0048
2.6 0.0047 0.0045 0.0044 0.0043 0.0041 0.0040 0.0039 0.0038 0.0037 0.0036
2.7 0.0035 0.0034 0.0033 0.0032 0.0031 0.0030 0.0029 0.0028 0.0027 0.0026
28 0.0026 0.0025 0.0024 0.0033 0.0023 0.0022 0.0021 0.0021 0.0020 0.0019

29 00019 0.0018 0.0018 0.0017 0.0016 0.0016 0.0015 0.0015 0.0014 0.0014
30 00013 0.0013 0.0013 0.0012 0.0012 0.0011 0.0011 0.0011 0.0010 0.0010
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Appendix Table 2: Percentile Values of the Student’s t- distribution

df\1-a 0.75 0.9 0.95 0.975 0.99 0.995  0.9995
1 1. 3078 6314 12706  31.821  63.657 636.619
2 0.816 1.886 2.92 4.303 6.965 9925  31.598
3 0.765 1.638 2.353 3.182 4.541 5841  12.941
4 0.741 1.533 2.132 2776 3.747 4.604 8.61
5 0.727 1474 2015 2.571 3365 4032 . 6.859
6 0.718 1.44 1913 2.447 3.143 3707  5.959
7 0.711 1.415 1.895 2365 2998 3.499 5.405
8 0.706 1.387 1.86 2306 2:896 3.355 5.041
9 0.703 1.383 1.833 2.262 2.821 3.250 4.781
10 0700 - 1.372 1.812 2228 2764 3.169 4.587
1 0.697  .1.363 1.796 2.201 2718 3.106  4.437
12 0.695 1.356 1.782 2179  2.671 3.055 4318
13 0.694 1.35 1771 2.160 265 3012 4221
14 0.692 1.345 1.761 2.145 2.624 2.977 4.140
15 0.691 1.341 1.753 2.131 2.602 2.947 4.073
16 0.690 1.337 1.746 2.12 2.583 2.921 4.015
17 0.689 1.333 1.740 2.11 2.567 2.898 3.965
18 0.688 1.330 1.734 2.101 2.552 2.878 3.992
19 0.688 1328 1.729 2.093 2.539 2.861 3.883
20 0.687 1325 1725 2.086 2.528 2.845  -3.850
21 0.686 1.323 1.721 2.08 2.518 2.831 3.819
2 0.686 1321 1717 2074  2.508 2.819 3.792
23 0.685 1.319 1714 2.069 2.500 2.807 3.767
2% 0.685 1.318 1711 2.064 2.492 2.797 3.745
25 0.684 1.316 1.708 2060 2485 2.787 3.725
26 0.684 1.315 1.706 2056 2479 2779 3.707
27 0.684 1314 1703 2.052 2473 2.771 3.690

28 0.683 1.313 1701 2.048 2.467 2.763 3.674
29 0683 1311  1.699 2.045 2.462 2756 3.659
30 0.683 . 1310 1.697 2.042 2457 2750 3.646
40 0.681 1.303 1.684 2.021 2.423 2.704 3.551
60 0.699 1.296 1.671 2000  2.390 2.660 3.460
120 0.677 1.289 1.658 1.980 2.358 2617 3373
o 0.674 1.282 1.645 1.960 2.326 2.576 3.291
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Appendix Table 3 : Percentile Values of the the Chi-square distribution

df\a 0.99 0.98 0.95 0.9 0.8 0.7 0.5 005 001 0.001

.. 0.00393  0.0158 0.642 0.148 0455 3.841 6.635 10.827
0.0201  0.0401 0.103 0211 0446 0713 238 5991 9.21 13.815

1

2

3 0.115 0.185 0.352 0.584 1;005. 1414 2366 7.815 11345 16.266
4 0.297 0.429 0.711 1.064 1.649 2195 3357 9.488 13.277 18.467
5 0.554 0.752 1.145 ~ 1.710 2343 3000 4351 1107 15.086 20515
-6 0.862 1134 1.635 2.204 3.07 3.828  5.348 12.592 16.812 22457
7 1.139 1.564 2.167 2.833 3.822 4671 6.346 14.067 18.475 24322
8 1.646 2.032 2.733 3.49 4594 5527  7.344 15507 2009 26.125
9 2.088 2.532 3.325 4.168 538 6‘393 8.343 16919 21.666 27.877
10 2.558 3.059 394 4.865 6.179  7.267  9.342 18.307 23.209 29.588
11 3.053 3.609 4.575 5.578 6989  8.148 10341 19.675 24725 31.264
12 3.57 4.178 5.226 6304 7807 9.024 1134 21.026 26217 32.909
13 4.107 4765 5.892 7.042 8.634 9926 1234 22362 27.688 34.528
14 ", 4.66 5.368 6571 °  7.79 9.467 10.821 .13.339 23.685 29.141 36.123
15 5229 5.985 7.261 8.547 10307 11.721  14.339 24.996 30.578 37.697
16 5.812 6.614 7.962 9.312 - 111522 12,624 15.338 26.296 32.001 39.252

17 6.408 7.255 8.672 10.085 12.002 13.531 16.338 27.587 33409 40.79]
18 7.015 7.906 9.390 10.865 12.857 1444 17.338 28.869 34.805 42312
19 7.633 8567 10.117  11.651 13716 15352 18.338 30.144 36.191 43.82]
20 8.26 9.237 10.851 12443 14578 16266 19.337 3141 36.566 45315
21 8.897 9.915  11.591 13.24 15445 " 17.182 20337 32.641 38932 46.798
22 9542 106 12238 14041 16314 18.101 21337 33;924 40.289 48.268
23 10196 11.293  13.091 © 14848  17.187 19.201 22337 35172 41.638 49.728
24 10856 11992 13848 15659 18.062 19.943 23337 36415 4298 SL.I79
25 11524 12697 14611 16473 18.94 20.867 24.337 37.652 44314 352.620
26 12198 13409 15379 17292 19.82 21.792 25336 38.885 45.642 54.052
27 12879 14125 16151 18114 20703 22719 26336 40.113 46963 55.467
28 13565 14847 16928  18.939 21.588 23.647 27.336 41.337 48278 56.893
29 14256 15574 17708 19.768 22475 24.577 28336 42.557 49.588 58.303
30 14953 16306 18.493  20.589 23.364 25.508 29.336 43.773 50.892 59.703
40 22,164 23.838 26509 29.051 32345 34.872 39.335 55.759 63.692 73.402
50 29707 31.644 34764 37.689 41449 44313 34335 67.595 76.154 86.661
60 37485 39.699 '43.188 46459 50.641 53.809 59.335 79.082 88.379 99.607
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~ Appendix Table 6 : Random Numbers

1-4 5.8 9-12  13-16 1720 21-24 25-28 29-32 33-36 37-40
1 2315 7548 5901 8372 5993 7624 9708 8695 2303 6744
2 0554 5550 4310 5374 . 3508 9061 1837 4410 9622 . 1343
3 1487 * 1603 5082 4043 6223 5005 1003 2201 5438 0834
4 3897 6749 5194 0517 5833 7880 5901 9432 4287 1695
5 9731 2617 1899 7553 0870 9425 1258 4154 8821 0513
6 1174 2693 8144 3393 0872 3279 733l 1822 6470 6850
7 4336 1288 5911 0164 5623 9300 9004  9943° 6407 4036
8 9380 6204 7838 2680 4491 5565 1189 3258 4755 2571
9 4954 0131 8108 4298 4187 6953 8296 6177 7380 9527
10 3676 8726 3337 9482 9569 4195 9686 7045 2748 3880
11 0709 2523 9224 6271 2607 0655 8453 4467 3384 5320
12 4331 0010 8144 8638 0307 5255 5161 4889 7429 4647
13 6157 0053 6006 1736 3775 6314 8951 2335 0174 6993
14 3135 2837 9910 7791 8941 3157 9764 . 4862 5848 6919
15 5704 8865 2627 7959 3682 9052 9565 4635 0653 2254
16 0924 3442 0068 7210 7137 3072 9757 5609 2982 7650
17 9795 5350 1840 8948 8329 5223 0825 2122 5326 1587
I8 9373 - 2595 7043 7819 8885 5667 1668 3695 9964 4569
19 7262 1112 2500 9226 8264 3566 6594 3471 6875 1867
20 6102 0744 1845 3712 0794 9511 7378 6699 5361 9378
21, 9783 0854 7433 0559 1718 4547 3541 4422 0342 3000
2 8916 0971 9222 2329 0637 3505 5454 8988 4381 4361
23 2506 6882 2062 8717 9265 0292 3528 6248 9195 4883
24 8144 2317 1905 0495 4806 7569 0075 6765 0171 6545
25 1132 2549 3142 3623 4386 0862 4976 6762 2452 3245
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